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Abstract

Although Content Based Image Retrieval (CBIR) has attracted large amount of re-

search interest, the difficulties in querying by an example propel ultimate users towards

text queries. Searching by text queries yields more effective and accurate results that

meet the needs of the users while at the same time preserves their familiarity with the

way traditional search engines operate. However, text-based image retrieval requires

images to be annotated i.e. they are related to text information. In recent years, much

effort has been invested on automatic image annotation methods, since the manual

assignment of keywords (which is necessary for text-based image retrieval) is a time

consuming and labour intensive procedure. This thesis focuses on image retrieval un-

der the perspective of machine learning and covers different aspects in this area. It

discusses and presents several studies referring to: (a) low-level feature extraction and

selection for the task of automatic annotation of images, (b) training algorithms that

can be utilized for keyword modeling based on visual content, and (c) the creation

of appropriate and reliable training data, to be used with the training scheme, using

the least manual effort. The main contribution is a new framework that can be used

to address the key issues in automatic keyword extraction by creating separate visual

models for all available keywords using the one-against-all paradigm to account for the

scalability and multiple keyword assignment problems. The prospective reader of this

thesis would be equipped with the ability to identify the key issues in automatic image

annotation and would be triggered to think ahead to propose alternative solutions.

Furthermore, this thesis can serve as a guide for researchers who want to experiment

with automatic keyword assignment to digital images.
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‘When words become unclear, I shall focus with photographs.
When images become inadequate, I shall be content with silence.’

Ansel Adams
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Chapter 1

Introduction

With the advent of cheap digital recording and storage devices and the rapidly increas-

ing popularity of online social networks that make extended use of visual information,

like Facebook and Instagram, image retrieval regained great attention among the re-

searchers in the areas of image indexing and information retrieval. Thus, a large amount

of research has been carried out on image retrieval the last decades. Image retrieval

methods are mainly falling into content-based and text-based frameworks.

In the content-based approaches image low level features such as color, shape or texture

are used for indexing and retrieving images. The user provides a target image and the

system retrieves the best ranked images based on their similarity from the users query.

Although it has been a long time since the scientists working on this area, content-based

image retrieval still lacks semantic meaning.

Text-based methods are similar to document retrieval and retrieve images using key-

words. In this direction, images must be somehow related with specific keywords or

textual description. Commercial search engines utilize the textual information exist-

ing in web pages, such as image file names, anchor text, web-page keywords and, of

course, surrounding text to retrieve web images. The huge amount of images that do

not appear in web pages or they do not have clearly related context, either as sur-

rounding text or keywords, creates the need of image annotation (i.e. assigning textual

1



2 Chapter 1. Introduction

information to images).

Image annotation can be achieved using various approaches like free text descriptions,

keywords chosen from controlled vocabularies etc. Manual image annotation has been

proven to be costly and time consuming task. In any case, the annotation process

remains a significant difficulty in image retrieval since the manual annotation seems

to be the only way guarantying success. This is partially a reason explaining why

the content-based image retrieval is still considered an option for accessing the enor-

mous amount of digital images. Furthermore, manual annotations cannot always be

considered as correct due to the visual information that always lets the possibility for

contradicting interpretation and ambiguity [1].

In recent years, much effort has been invested on automatic image annotation in order

to exploit the advantages of both the text-based and content-based image retrieval

methods and compromise their drawbacks mentioned above. The ultimate goal is

to allow keyword searching based on the image content [2]. The principal idea of

automatic image annotation methods is to train semantic concept models from large

number of image samples and use the models to label new ones. Thus, automatic

image annotation efforts try to mimic humans aiming to associate the visual features

that describe the image content with semantic labels.

1.1 Aims and Objectives

This thesis focuses on image retrieval using keywords under the perspective of machine

learning. It covers different aspects of the current research in this area including low-

level feature extraction, creation of training sets and development of machine learning

methodologies. It also proposes the idea of addressing automatic image annotation by

creating visual models, one for each available keyword, and presents several examples

of the proposed idea by comparing different features and machine learning algorithms

in creating visual models for keywords referring to the athletics domain.
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Figure 1.1: Automatic image annotation using visual models of keywords.

The idea of automatic image annotation through independent keyword visual models is

illustrated in Fig. 1.1. The whole procedure is divided into two main parts: the training

and automatic image annotation. In the first part, visual models for all available

keywords are created, using the one-against-all training paradigm, while in the second

part, annotations are produced for a given image based on the output of these models,

once they are fed with a feature vector extracted from the input image.

An accurate manually annotated dataset containing pairs of images and annotations

is prerequisite for a successful automatic image annotation. Since the manual annota-

tions are likely to contain human judgment errors and subjectivity in interpreting the

image, the current thesis investigates the factors that influence the creation of man-

ually annotated image datasets through crowdsourcing. Furthermore, it proposes the

idea of modeling the knowledge of several people by creating visual models using such

training data, aiming to significantly improve the ultimate efficiency of image retrieval

systems.
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1.2 Major Contributions

The main contributions of this thesis are the following:

1. An in-depth investigation of the automatic image annotation methods, the identi-

fication of the key issues in automatic image annotation and the idea of addressing

automatic image annotation by creating visual models, one for each available key-

word. Creating independent keyword models, separately, appears to be a realistic

solution to the drawbacks of the existing automatic image annotation methods.

A given image could be associated with more than one keyword and a new key-

word model can be trained irrespectively of the existing ones. This approach

provides the required scalability for large scale text-based image retrieval. On

the other hand, whenever a training data for new keyword are available, a new

visual model is created for this keyword, and added into the unified framework.

2. A study on creating training examples for machine learning schemes. Since man-

ual image annotation is a time-consuming and expensive task, creation of manual

image annotations through crowdsourcing as well as the extraction of keywords

from the surrounding text for web images are extensively explored. In this per-

spective:

(a) We examined the influence of age and gender in manual image annotation.

The image annotation is a social cognitive process and may vary among

people based on their socio-demographic characteristics. This is reasonable

to investigate the age and gender differences in manual image annotation us-

ing a controlled vocabulary and free keywords. The findings of the proposed

study provide interesting insights into the relationship between annotator

demographics and image annotation. The experiments reveal that there are

significant age differences in the way that people annotate images for both

vocabulary and free keywords. The gender, on the other hand, appears to

not play a significant role in image annotation.
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(b) We proposed a novel approach for investigating the manual image annota-

tion quality aiming at: (a) identifying to which extend the use of structured

lexicon and unstructured vocabularies improves annotation quality and at

what cost (missing useful and valid annotations), (b) exploring to which

extend and under what prerequisites free annotation can lead to valid and

useful image annotation, and (c) inquiring the effect of image content itself

on valid image annotation.

(c) We presented a web image indexing scheme that utilizes the surrounding

textual information to extract keywords for images. The proposed method

uses visual web-page parsing and specific distance metrics to assign textual

segments to images. Key terms are located within the assigned segments

using language models and used to index the corresponding web images.

3. Among a variety of feature extraction approaches, special attention has been

given to the SIFT algorithm which delivers good results for many applications.

However, the non-fixed and huge dimensionality of the extracted SIFT feature

vector cause certain limitations when it is used in machine learning frameworks.

We introduce the Spatial Histogram of Keypoints (SHiK), which keeps the spa-

tial information of localized keypoints, on an effort to overcome this limitation.

The proposed technique partitions the image into a fixed number of ordered sub-

regions based on the Hilbert space-filling curve and counts the localized keypoints

found inside each sub-region. The resulting spatial histogram is a compact and

discriminative low-level feature vector that shows significantly improved perfor-

mance on classification tasks. The proposed method achieves high accuracy on

different datasets and performs significantly better on scene datasets compared

to a similar method.

4. Inspired by the fact that the majority of tomorrow users of search engines are

non-experts, we propose the idea of modeling the knowledge of several people

rather than an expert. Different low-level feature extraction algorithms were
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applied on training data collected through crowdsourcing, and visual models were

created using several machine techniques. The experimental results indicate that

nearly all models are able to assign the right keywords to unseen images. Finally,

a co-training algorithm was utilized to overcome the limitations caused by the

few training examples when used in classifications schemes. In this case, the

developed visual models can obtain very high classification scores regardless of

the image content.

A list of publications derived from this thesis is shown in Appendix A.

1.3 Structure of the Thesis

• Chapter 2 presents the background and related work on image retrieval. It covers

different aspects of the current research and identifies the key issues in this area.

• Chapter 3 outlines the idea of modelling keywords via low level features

• Chapter 4 details the process of manual image annotation. It focuses on manual

image annotation through crowdsourcing, and keyword extraction from surround-

ing html text in case of web images.

• Chapter 5 presents a study conducted to investigate the age and gender differences

in manual image annotation.

• Chapter 6 details a study conducted to investigate the factors that influence the

quality of manual image annotation.

• Chapter 7 presents a study conducted to extract keywords from web images.

• Chapter 8 details several available low-level features, focusing on the most suc-

cessful ones when used in machine learning frameworks.

• Chapter 9 presents a study conducted to evaluate the performance of MPEG-7

descriptors in keyword extraction.
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• Chapter 10 introduces the new low-level feature extraction algorithm Spatial His-

togram of Keypoints (SHiK). The algorithm was developed aiming to overcome

the limitations of the SIFT algorithm when used in machine learning schemes.

• Chapter 11 explores several available machine learning techniques starting from

simple supervised learning algorithms and ending to more advanced learning

schemes.

• Chapter 12 presents some examples of the idea of addressing automatic image

annotation by creating visual models, one for each available keyword. Different

features and machine learning algorithms are compared in creating visual models

for keywords referring to the athletics domain.

• Chapter 13 summarizes the major findings of the thesis and proposes future

research directions.



Chapter 2

Basic Theory and Problem

Formulation

This chapter covers different aspects of the current research in this area, including the

semantic gap, image segmentation, low-level image feature extraction, machine learning

techniques and concludes with the major issues of the domain.

2.1 Image Interpretation Through Visual Content

The interpretative system proposed by Panofsky [3] for subject matter in visual art,

was initially applied to identify and reconstruct the meaning of images [4, 5, 6]. The

proposed system consists of three levels, where each level corresponds to content de-

scription, analysis and interpretation. The first or “pre-iconographical” level refers

to the primary or natural subject matter and can be subdivided into “factual” and

“expressional” sections. It refers to identifiable objects, people, or events that consti-

tute the class of primary or natural meanings. “Iconography” was Panofsky’s term for

the secondary or conventional subject matter, and “iconology” the term for intrinsic

meaning or content. At the second level, meaning is discerned by the interpretation of

actions or gestures. The third level of meaning in pictures is related to interpretation

8
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of the image, predicated on knowledge and erudition, as well as substantial cultural

background.

An interesting approach for classifying the content of an image for indexing purposes

is presented in [7]. The pictorial information is classified into hard and soft indexing.

Hard indexing deals with the relatively objective description of what can be observed

in a picture. Soft indexing, on the other hand, is related to the subjective meaning and

the personal response, which it evokes. It extends the indexing to reveal the message

behind the image. Shatford [8] presented the idea of interpreting images using four

attribute categories. The first attribute category refers to the biography of image and

concerns the creator, the time and place of a picture’s creation, any name or title

given to it by its creator, etc. Although these attributes are relatively objective, in

some cases they are trivial or unknown. The second category contains more subjective

attributes related to the meaning of the image, while the third refers to the physical

format of the images (ex. poster, photograph, etc.). Finally the last category covers

the relationship attributes of the image with other images or textual work.

The relation between a word and an image is not a stable but a dynamic process

linked to wider social and cultural issues [9]. This relation resists the stabilization as a

binary opposition, shifting and transforming itself from the conceptual level to another,

and shuttles between relations of contrariety and identity, difference and sameness.

Holland [10] states that the main social and cultural changes in the world are the

interpretive meanings the people bring to the pictures. As an example, he indicated the

growth of the advertisement the last years that resulted to intimate images that invite

the viewer to almost imagine a story rather than just see the presenting objects [11].

The way an image is encoded by the creator and how is it decoded by the viewer is

explained in [12]. The transfer of a meaning works only if there are compatible systems

of signs and symbols that both the creator and the viewer use within their life. Some

demographic factors like the gender, age, education, etc., affect the interpretation of

these signs and symbols and define the understanding of images. Messages are not



10 Chapter 2. Basic Theory and Problem Formulation

always read as they were intended, since the various cultural, social and political back-

ground lead to different interpretations. Hall [12] suggests three possible readings of an

image. The dominant reading, which complies with the meaning intended by the cre-

ator, the negotiated reading, which partly complies with the intended meaning, and the

oppositional reading, which is in total conflict with the meaning. The type of meaning

is primarily determined through associated verbal description and the context in which

the image is used. There is no single meaning for an image, but rather an emergent

meaning, within which the subject-matter of the image is but one element [13].

Concerning the visual information retrieval problem, each image can be related to

widely varying expressions of interest. Its potential relevance, appropriateness, or use-

fulness is inherently unpredictable [14]. In the case of personal repositories, a system

that sorts automatically the images in chronological order, and displays a large num-

ber of thumbnails at once is enough to allow the owners to find what they are looking.

According to Rodden and Wood [15], the availability of text-based retrieval did not pro-

vide the creators with enough extra motivation to invest the effort in annotating their

images. However, the findings in that study are based on personal image collections

and cannot be generalized to the generic image retrieval problem.

Despite that querying using text-based terms remains the most practical way for brows-

ing and retrieving images, only a few studies have addressed the user needs and queries

for visual information. An analysis of user’s queries in terms of image retrieval is also

presented in [15]. The authors conclude that text-based queries contain a high inci-

dence of terms representing specific or general persons and things, as well as geograph-

ical and chronological terms. Stvilia et al. [16] presented the relationships between user

demographics and users’ perceptions of the value of socially-created terms as well as

the relationships between user demographics and indexing quality as measured by the

number of the given tags.

The socioeconomic and demographic differences in the use of internet have become

increasingly critical to economic success [17]. Thus, some studies have already exam-
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ined the differences in Internet access and use across a wide range of socioeconomic

and demographic groups, including gender [18, 19, 20] and age [21]. The preceding

studies provide valuable insight on how people manage their personal images, as well

as on how they search for images. They also provide ample evidence that the inter-

pretation of an image is directly connected with the background of the viewer. Thus,

additional research is needed to investigate if there are differences in the way people

annotate (shortly describe) images. In the current study we investigate further this

issue and we try to uncover the strong relevance between image interpretation and

image annotation.

2.2 Image Retrieval

Since the beginning of the World Wide Web (WWW) and the development of cheap

digital recording and storage devices the amount of available on-line digital images,

continuously increases. The increasing popularity of online social networks, like Insta-

gram, that are based on visual information push further this tendency. As a result,

effective and efficient web image indexing and retrieval schemes are of high importance

and a lot of research has been devoted towards this end.

Image retrieval refers to the problem of selecting, from a repository of images, those

images fulfilling to the maximum extent some criterion specified by an end user. Infor-

mation retrieval and computer vision communities study image retrieval from different

angles and their efforts are, mainly, falling into text-based and content-based frame-

works. Content-based methods retrieve images by analyzing and comparing the content

of a given image example as a starting point. Text-based methods are similar to docu-

ment retrieval and retrieve images using keywords. Fig. 2.1 and Fig. 2.2 show examples

of a search for images, using image and text query respectively.

The first text-based image retrieval efforts started in the late 1970s. Manually anno-

tated images were retrieved through text-based database management systems [22], [23].



12 Chapter 2. Basic Theory and Problem Formulation

Figure 2.1: Content-based image retrieval.

Figure 2.2: Text-based image retrieval.
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The vast amount of effort required for image annotation as well as the rich content in

the images and the subjectivity of human perception were the main reasons led the

researchers to content-based image retrieval in the early 1990s. Instead of being man-

ually annotated, images are indexed and retrieved by their own visual content, such as

color, texture and shape [24].

Nevertheless, text-based is the approach of preference both for ordinary users and

search engine engineers. Besides the fact that the majority of users are familiar with

text-based queries, content-based image retrieval lacks semantic meaning. Further-

more, image examples that have to be given, as a query, are rarely available. From

the search engine perspective, text-based image retrieval methods get advantage of the

well-established techniques for document indexing and are integrated into a unified

document retrieval framework. However, for text-based image retrieval to be feasible,

images must be somehow related with specific keywords or textual description.

In contemporary search engines textual description of images is, usually, obtained from

the web page, or the document, containing the corresponding images and includes

HTML alternative text, the file names of the images, captions, surrounding text, meta-

data tags or keywords extracted from web page as a whole [25]. Despite the fact that

this type of information is not directly related to images content it can be utilized only

in web-page image retrieval. As a result, image retrieval from dedicated image collec-

tions can be done either by content-based methods or by explicitly annotating images

by assigning tags to them to allow text-based search. The latter process is collectively

known as ‘image annotation’ or ‘image tagging’.

2.3 Content-based Image Retrieval

Initially, the problem of searching the enormous number of digital image collections

that are available through the Web or in personal repositories was tackled by efficient

and intelligent schemes for content-based image retrieval (CBIR) [23]. An example of
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Figure 2.3: Content-based image retrieval.

CBIR is presented in Fig. 2.3. CBIR computes relevance based on the visual similarity

of image low-level features such as color, texture and shape [26]. Early CBIR systems

were based on the query by-example paradigm [27], which defines image retrieval as

the search for the best database match to a user-provided query image. Under this

framework, and in order to maximize the effectiveness of CBIR systems, it soon became

necessary to mark specific regions in the images so as to model particular objects.

Image segmentation in general is defined as the process of “partitioning an image

into homogenous groups such that each region is homogenous but the union of two

adjacent regions is inhomogeneous” [28]. Segmentation is usually used to detect objects

in an image and thus varies depending on the application or the content of an image.

Moreover the detection of the presented objects, the spatial relationships between them

may be used to represent the content of the image [29].

Several algorithms have been proposed for segmentation in image retrieval approaches.

One of the simplest and fastest algorithms for image segmentation is based on the grid

and divides the image into equal rectangular parts [30], [31], [32], [33]. The feature

extraction is applied on each segmented part that consists of different objects. The

effectiveness of grid segmentation depends on the size of the grid and on the nature
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of the images. The determination of the size of the grid is difficult, thus a novel

approach is presented in [33], where several sizes of the grid were used to improve the

nal segmentation.

Other approaches utilize clustering algorithms to segment the images into regions [34,

35, 36]. Usually, the image is divided into small parts that are grouped into clusters

using a clustering algorithm. Visual features as color and texture are extracted from

each part and then k-means algorithm clusters the part into a cluster. Parts of each

cluster are then joined to create each region in an image. The prior assumption of

the number of clusters remains the basic drawback of clustering based segmentation.

In order to overcome this limitation, other methods use active contours to detect the

objects’ boundaries in an image [37], [38]. However, the limitations come along with

the prior edge detection renders the content-based segmentation to be applicable in a

limited range of applications.

More computational expensive methods use statistical models [39], [40], [41] or graph

partitioning for segmentation [42], [43]. In [39], the joint distribution of color, texture

and position features is modeled with a mixture of Gaussians. The pixels are grouped

into regions by modeling the features with a mixture of Gaussians. The Expectation-

Maximization (EM) algorithm estimates the number of regions and models parameters.

The final segmentation is based on the resulting pixel-region memberships. A segmen-

tation algorithm presented in [42] treats the input image as graph whose vertices are

the image pixels and its edges weights are the feature similarities between pixels. The

normalized cut (NCut) algorithm partitions the vertices into disjoint sets so that the

similarity among the vertices in a set is high and, across different sets is low. The

large number of pixels makes the computation of the optimal partition difficult and

expensive. A significant improvement of the NCut is presented in [43] where a prior

segmentation based on mean shift algorithm segments the input images into regions.

These regions are then used as the vertices of the graph.

Region-based algorithms have been also used for image segmentation in image re-



16 Chapter 2. Basic Theory and Problem Formulation

trieval [44], [45], [46]. Deng and Manjunath [44] presented the JSEG algorithm for

unsupervised segmentation of color-texture regions. It consists of two independent

steps: First, colors in the image are quantized into classes and pixels are replaced by

their corresponding color class labels. Then a region growing method is used to seg-

ment the image by setting as seed points the pixels with more homogenous neighbors

representing the seed points.

2.3.1 Key Issues in Content-based Image Retrieval

The content-based image retrieval methods face some issues related to the image query:

(a) The users can not be always provided with the appropriate input image, and (b)

it is difficult to search for high level terms using visual content. Humans usually use

high-level semantics including keywords and text descriptors to interpret and describe

the content of an image. On the other hand, the visual content of an image in content-

based approaches is represented by low-level features. In general, there is no direct link

between the high-level semantics and the low-level features [47]. Although, there are

many algorithms for sophisticated extraction of low-level features, no one can model the

high-level semantics adequately when dealing with a broad content image datasets [48].

As presented in [49], the description of the high-level semantics in user’s mind by low-

level feature is not an easy task.

The interpretation inconsistency between image low-level descriptors and high-level

semantics is known as ‘semantic gap’ [23] or ‘perceptual gap’ [50]. The ‘semantic gap’

was initially introduced by Smeulders et al. [23] as the “lack of coincidence between the

information that one can extract from the visual data and the interpretation that the

same data have for a user in a given situation”. Recent research focuses on new low-

level feature extraction algorithms to bridge the gap between the simplicity of available

visual features and the richness of the user semantics.
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2.4 Web-based Image Retrieval

Web-based image retrieval methods utilize the textual information, included in web

pages, in order to retrieve those web images that are related somehow with the given

text-query (Fig. 2.4). Moreover the HTML alternative text, file names, metadata tags

etc., the surrounding text plays also significant role in these methods. Surrounding text,

is the text that surrounds a Web image inside an HTML document. This text is, indeed,

a very important source of semantic information for the image. However, automatic

localization of surrounding text is by no means easy mainly due to the modern web-

page layout formatting techniques which are based on external files (stylesheets). As a

result, visual segmentation (parsing) of the rendered web-page is required in order to

identify the surrounding text of an image.

The need to automatically extract the semantically related, to an image, textual blocks

and assign them to this image led to what we call Web Image Context Extraction

(WICE). In that terms, WICE is the process of automatically assigning the textual

blocks of a web document to the images of the same document they refer to [51].

A variety of methods have been proposed for annotating automatically web images

using the plethora of textual information existing in web pages. A number of meth-

ods have been combined this information with visual features for more accurate image

annotation and retrieval. The SIEVE algorithm was proposed by Liu et al. [52] to
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improve the text-based Web image search. The algorithm utilizes visual features to

discard irrelevant images from the image list returned by a text-based image search

engine. Wang et al. [53] presented a clustering-based method for grouping homoge-

neously the retrieved images using visual features. The nearest image to each centroid

is set then as the as the entry for the corresponding cluster to guide users browsing.

In [54], the AnnoSearch system is proposed which leverages the search technology

to annotate WWW images. By giving an image and a keyword that describes its

content, the system utilizes both text-based and content-based methods to annotate

the given image. First, the semantically similar images to the input keyword are

retrieved accompanied by their textual descriptions. Then, the top ranked images that

are visually similar to the input image are identified by mapping the visual features to

hash codes. Finally, the textual descriptions of the selected images are clustered and

the words from the top scored clusters are given as annotations to the input image.

In [55], a hierarchical clustering method is proposed for image annotation using visual,

textual and link analysis. The webpage is partitioned into semantic blocks using the

Vision-based Page Segmentation (VIPS) algorithm [56], and textual and hyperlink

information of an image is extracted from the semantic block containing that image.

Initially, a clustering method based on textual and link information classifies images

into different semantic clusters. Since the images clustered in each semantic cluster

may have visual differences, a second clustering is applied in each semantic cluster

using low level visual features. Although the proposed method seems promising, the

unreliable textual and link features according to the existing search engines have a

negative effect on the final results.

An alternative way of indexing web images is through surrounding text usually leads

to annotated images with some irrelevant keywords. In [57], an attempt to increase

the annotation accuracy by pruning the irrelevant keywords given during annotation

is presented. The idea is based on the calculation of the semantic similarity between

keywords given for an image using the WordNet lexicon. The keyword having semantic
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similarity to the other keywords below a threshold is discarded. Wang et al. [58]

proposed an algorithm to re-rank the candidate annotations and prune the irrelevant

ones. The algorithm is based on Random Walk with Restarts (RWR) and leverages co-

occurrence-based similarity confidence scores of the original annotations. In [59], the

authors proposed the content-based image annotation refinement (CIAR) algorithm

to re-rank the candidate annotations, leveraging both the corpus information and the

content feature of the query image. In both methods [58], [59], only the top ranked

annotations are reserved as the final annotations.

2.4.1 Key Issues in Web-based Image Retrieval

Although many WICE methods have been proposed, the research is far from the ideal

system. The high diversity of designing patterns in web pages, the noisy environment

(advertisements, graphics, navigational objects etc.), and the too much textual and

visual information in single documents, are some of the issues that would be addressed

for efficient and effective web-based image retrieval. Furthermore, the huge amount of

images which do no appear in web-pages or they do not have a clearly related context,

either as surrounding text or as specific keywords, puts another challenge.

2.5 Image Annotation

Image annotation is the assignment of textual descriptions to images and assists the

text-based image retrieval. Annotation can be done using various approaches like free

text descriptions, keywords chosen from controlled vocabularies or taxonomies based

on ontologies [1]. Despite the plethora of available tools, manual annotation is an

extremely difficult and elaborate task since the keyword assignment is performed on

image basis. Manual annotation of large collections is often prohibitive and manual

annotations are known to be imprecise, ambiguous, inconsistent and subject to many

variations [60]. A possible way to alleviate these problems and improve the annotation
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quality is to obtain multiple annotations per image by assigning several annotators into

the task.

Joachims et al. [61] have discovered that differences between implicit and explicit rel-

evance judgments are not so far as they were thought to be. This innovative finding

opened a new way, where implicit relevance judgments were implicitly incorporated

for annotating images [62] or considered as training data for various machine learning-

based improvements to information retrieval [63], [64]. Problems can be addressed very

quickly, at little cost, and the task provider might exploit a wider range of people [65].

Implicit crowdsourcing data can be easily collected and used as training data [66] in

various tasks and their collection introduces no additional cognitive burden on users

performing the queries. However, because participants carry out experiments without

supervision, they may give erroneous feedback perfunctorily, carelessly, or dishonestly,

even if they receive a reward for each experiment [67].

Consistency is a large problem for each annotation project and inter-annotator and

intra-annotator agreements are very important [68]. The inter-annotator agreement

describes the degree of consensus and homogeneity in judgments among annotators

while the intra-annotator agreement describes how consistent is a single annotator.

The annotators and vocabulary used during annotation assessment have to be chosen

with care while the resources should be used effectively [69].

2.6 Automatic Image Annotation

Automatic image annotation is the process of assigning annotations to images auto-

matically and has been a topic of on-going research for more than a decade. Several

interesting techniques have been proposed during this period [70]. Although appears

to be a particularly complex problem for researchers and despite the fact that an-

notation obtained automatically is not expected to reach the same level of detail as

the one obtained by humans, it remains a research hot topic. The reason is obvi-
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ous: Manual annotation of the enormous amount of images created and uploaded to

the web every day is not only impractical; it is simply impossible. Therefore, auto-

matic assignment of keywords to images for retrieval purposes is highly desirable. The

proposed methods towards this direction attempted to address first, the difficulty of

relating high-level human interpretations with low-level visual features and second, the

lack of correspondence between the keywords and image regions in the (training) data.

Systems that automatically assign one or multiple keywords to an image have been de-

veloped [71], [51]. Nevertheless, the automated image annotation cannot be expected

to perform at the same level of detail as a human annotator.

In automatic image annotation, a manually annotated set of data is used to train

a system for the identification of joint or conditional probability of an annotation

occurring together with a certain distribution of feature vectors corresponding to image

content [72]. Different models and machine learning techniques were developed to

learn the correlation between image features and textual words based on examples

of annotated images. Learned models of this correlation are then applied to predict

keywords for unseen images [73]. Although the low-level features extracted from an

image cannot be automatically translated reliably into high-level semantics [74], the

selection of visual features that better describe the content of an image is an essential

step for the automatic image annotation.

2.6.1 Low-level Features used in Automatic Image Retrieval

The visual content of images in automatic image annotation and retrieval is represented

by low-level features. The extraction of low-level features can be applied either on

the entire image or on image’s regions as created after image segmentation. Many

sophisticated feature extraction algorithms have been proposed that are mainly based

on color, texture and shape features of the image.

Color features are defined on a specified color space such as RGB, LUV, HSV and

HMMD [75], [76], [77]. Different color features have been proposed for image retrieval
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such as the color moments [32], [78], color histogram [78], [79], color coherence vec-

tor [80], color correlogram [58], [81], etc. Moreover, there are several color features

standardized by the MPEG-7 [82] such as the dominant color descriptor (DCD), color

layout descriptor (CLD), color structure descriptor (CSD), and scalable color descriptor

(SCD) [83].

Since texture provides important information about image’s content and has discrim-

inative capability, texture features have been widely used in image retrieval. Texture

features can be extracted either on spectral or spatial domain. In the first case, im-

age is transformed into the frequency domain and features are extracted using Gabor

filtering [83], Wavelet transform [34], etc. On the other hand, spatial features are ex-

tracted on original image’s domain by utilizing structural, statistical and model based

techniques [2].

Features describing objects’ shapes have also been used to represent images in image

retrieval. Since image segmentation may cause small changes in the shapes presented in

an image, the majority of shape based techniques extract features from the entire image

(i.e. they consider image as an object). The shape features include area, moments,

circularity [84], [79], and eccentricity [36]. Moreover, more complex shape features have

been also used for specific applications involving Fourier descriptor [85] and contour

shape descriptor standardized by MPEG-7 [86].

The low-level feature extraction is a basic step for accurate image annotation so an

extended presentation of the sophisticated algorithms for feature extraction is given in

chapter 8.

2.6.2 Single Labeling

In binary classification approaches, image classifiers are constructed with the aid of

training data (pairs of images and keywords), and are applied to classify a given image

into one of several classes. Each class usually corresponds to a particular keyword.
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Figure 2.5: Automatic image annotation based on classification.

An example of the whole procedure is given in Fig. 2.5. In the first part, the model

of each keyword is created using the features extracted from the training data, while

in the second part annotation is produced for a given image based on the output of

the model. Several machine learning algorithms have been used for image classification

into keyword classes. Support Vector Machine (SVM) [31], Hidden Markov Models [87],

Decision Trees [88], are some of them. An extensive review on machine learning classi-

fiers in image annotation is given in chapter 11 while the general principal of machine

learning utilization is revisited in chapter 12.

Although binary classification based annotation methods give promising results, they

are designed for small-scale datasets and they use a small number of keyword classes.

As a result the trained classifiers do not generalize smoothly to allow accurate classi-

fication, of the large amount of images that are missing annotations, to the available

classes. Furthermore, the limited number of manually annotated data (few positive

and negative examples) that are used during training lead to ineffective keywords

models without generalization ability. The limited number of classes, on the other

the hand, restricts the number of text queries that could derive results and search
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is applied thought the specific keywords (classes). Users, in general, are reluctant to

adopt search interfaces that are based on predefined sets of keywords because they are

familiar with the free text searching paradigm used in web-search engines. Finally, in

binary classification based annotation, classifiers relate images with a single keyword

while it is obvious that image content can be associated with many keywords.

2.6.3 Multiple Labeling

The multiple labeling assigns an image to multiple classes using probabilistic ap-

proaches such as Bayesian methods [30], [89]. The Bayesian methods are based on

the posterior probability that an image is related to any particular concept, given the

observation of certain features from the image or an image’s region. This makes it pos-

sible to assign an image to multiple concepts and many images with the same concept

according to the probabilities.

The co-occurrence model proposed by Mori et al. [30] can be considered as the first

automatic image annotation approach. This model tries to capture the correlations

between images and keywords (assigned to them) and consists of two main stages.

In the first stage, every image is divided into sub-regions and a global descriptor for

each sub-region is calculated. In the second stage, feature vectors extracted from sub-

regions are clustered using vector quantization. The probability of a label related to

a cluster is estimated by the co-occurrence of the label and the sub-regions within

the cluster. Duygulu et al. [84] proposed a model of object recognition as a machine

translator in order to annotate images automatically. Every image is segmented into

object shape regions, called ‘blobs’, and a visual vocabulary is created by feature

quantization of the extracted feature vectors of the regions. Finally, the correspondence

between blobs and words is found by utilizing the Expectation-Maximization algorithm.

The Cross Media Relevance Model (CMRM) was introduced by Jeon et al. [89] in

order to improve the machine translator model. They followed the same procedure for

calculating the blob representation of images as Duygulu et al. and then utilized the



2.6. Automatic Image Annotation 25

CMRM to learn the joint distribution of blobs and words in a given image. The loss

of useful information during the quantization from continuous features into discrete

blobs that occurred on the translation model and CMRM, was treated by Lavrenko

et al. [90]. The proposed Continuous Relevance Model (CRM) does not require an

intermediate clustering stage and associates directly continuous features with words.

Further improvement on annotation results was obtained by the Multiple Bernoulli

Relevance Model (MBRM) [32], where the word probabilities are estimated using a

multiple Bernoulli model and the image feature probabilities using a non-parametric

kernel density estimate.

The computational cost of parameter estimation is probably one of the drawbacks of

using statistical models in automatic image annotation approaches since the learning

of parameters lasts several hours. Nevertheless, object recognition based methods for

image annotation are of limited scope because object recognition itself is a very hard

problem and is solved only under strict constraints.

The multi-instance multi-label learning (MIML) proposed in [91], [92] where each train-

ing example is described by multiple instances and associated with multiple class labels

tries to eliminate this problem. Although this method gives a fair solution to the prob-

lem of assigning more than one keyword to a given image, it has also several limitations.

In order to model a valid probability of labels it is necessary to compute a summation

over all possible label assignments leading to high computational cost. Furthermore,

there is no provision to add new labels (keywords). The initial set of keywords remains

unchanged while erroneous tagging is accumulated since the labels that are assigned

to a particular image depend on its content similarity with other images that already

have this label. Therefore, in case where the initial label of an image is erroneous the

error is propagated to all images having similar content.
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2.7 Major Issues in Automatic Image Annotation

There are some issues commonly encountered in automatic image annotation sys-

tems either image retrieval is approached using the content-based or the text-based

paradigm.

During automatic annotation which is based on image segmentation, labels correspond-

ing to object classes are assigned every time a particular object instance is encounter

in the input image. This object instance almost always corresponds to an image region

(part of the image). Therefore, region-based features must be computed and used for

object modeling. Under this perspective, semantic labeling using object class labels is

actually an object detection task. Unfortunately, object detection is a very hard task

itself and is solvable only for limited cases and under strict constraints.

The low performance of CBIR systems along with their limited scope led researchers

to investigate alternative schemes for image retrieval. It was quickly realized that the

ultimate users were willing to search for images using their familiar text-based search

interface. Therefore, the design of fully functional image retrieval systems would require

support for semantic queries [93]. In such systems, images are annotated with semantic

labels, enabling the user to specify the query through a natural language description

of the visual concepts of interest. This realization, combined with the cost of manual

image labeling, generated significant interest in the problem of automatically extracting

semantic descriptors from images.

The automatic annotation of digital images with semantic labels is traditionally coped

by utilizing machine learning emphasizing on classification. In that case, semantic

labels may refer to an abstract term, such as indoor, outdoor, athletics, or to an object

class such as human, car, tree, foam mats, etc. The latter case reinforces the object

detection problem encountered in CBIR systems. In order to learn a particular object

class and create a classifier to recognize it automatically you need accurate and region

specific features of the training examples. Indeed, there exist some approaches [94] that
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use some kind of object detection in order to assign semantic labels to images [95]. In

contrary to object classes, abstract terms cannot be related to specific image regions.

In the literature of automatic semantic image annotation, proposed approaches tend

to classify images using only abstract terms or using holistic image features for both

abstract terms and object classes.

The extraction and selection of low-level features, either holistic or from particular

image areas is of primary importance for automatic image annotation. This is true

either for the content-based or for the text-based retrieval paradigm. In the former

case the use of appropriate low-level features leads to accurate and effective object

class models used in object detection while in the latter case, the better the low-

level features are, the easier the learning of keyword models is. The fusion of several

types of features is applied in many cases in order to represent as many images as

possible. The low-level feature algorithms as well as the feature fusion may lead to

high dimensional features vectors. A huge dimensional feature vector causes certain

limitations in the performance of the machine learning techniques. Therefore, the

dimensionality reduction is an essential step for selecting the appropriate features and

their dimensionality for annotation. Low-level feature extraction is one of the key issues

in automatic image annotation and is examined extensively in chapter 8.

The intent of the image classification is to categorize the content of the input image to

one of several keyword classes. A proper image annotation may contain more than one

keyword that is relevant to the image content, so a reclassification process is required in

this case, as well as whenever a new keyword class is added to the classification scheme.

The creation of separate visual models for all keyword classes adds a significant value in

automatic image annotation since several keywords can be assigned to the input image.

As the number of keyword classes increases the number of keywords assigned to the

images also increases too and there is no need for reclassification. However, the keyword

modeling incurred various issues such as the large amount of manual effort required in

developing the training data, the differences in interpretation of image contents, and

the inconsistency of the keyword assignments among different annotators. These key
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issues are also examined in detail in subsequent chapters.



Chapter 3

Keyword Modelling via Low Level

Features

This chapter presents the idea of modelling keywords via low-level features as an at-

tempt to solve the key issues of the existing automatic image annotation methods.

3.1 Proposed Framework

The main contribution of this thesis is the idea of indexing non-annotated images using

visual models of keywords. The proposed framework imposes the creation of a separate

visual model for each available keyword. Whenever a training data for new keyword

are available, a new visual model is created irrespectively of the existing ones, and

added into the unified framework. The proposed framework appears to be a realistic

solution to the drawbacks of the automatic image annotation methods presented in

chapter 2. It assigns more than one keyword to an unseen image and provides the

required scalability for large scale text-based image retrieval. The whole procedure

consists of two main parts. The first part refers to the training while the second part

refers to the automatic image annotation. The unified framework of creating visual

models for keywords is illustrated in Fig. 3.1.

29



30 Chapter 3. Keyword Modelling via Low Level Features

Image 

Dataset

Manual image 

annotation 

Grouping* 

images sharing 

the same 

keyword

Feature 

extraction for 

each image 

group

Training
Visual 

Model1

Feature 

extraction

Image 

Keywords

Visual 

Model2

Visual 

ModelN

Part I: 

Training

Part II : 

Automatic 

Annotation

. . .

*Grouping is not exclusive

Figure 3.1: Automatic image annotation by modeling keywords.
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In the first part, visual models for all available keywords are created. Initially, training

data are collected and the most representative keywords are selected to create the

visual models. Let assume that the set of the selected keywords is represented by K =

{K1, ..., KN}. The Ki indicates the i-th keyword while the total number of keywords

is denoted by N. Images sharing the same keyword are grouped together and create the

set of groups G = {G1, ..., GN}, where Gi denotes the i-th group of a total number of

N groups of images. Low level features are extracted from images and used to create

the set of visual models V = {V1, ..., VN}, where Vi indicates the visual model for the

keyword Ki. Visual models are created using machine learning techniques following

the one-against-all training paradigm. In the second part, annotations are assigned

to an unseen image based on the output of these models, once they fed by a feature

vector extracted from the input image. A detailed example of the automatic image

annotation using visual models is given in Fig. 3.2 and Fig. 3.3.

3.2 Open Issues

The development of automatic image annotation using visual models can be divided

into three main steps: (i) the dataset creation, (ii) the low level feature extraction,

and (iii) the creation of visual models. Creating accurate visual models for keywords

depends not only on the training data, but also on the low level feature set and machine

learning technique that is used. Availability of training data and the use of especially

designed learning algorithms for feature extraction and visual modelling, are three

important factors that were carefully investigated in the framework of this thesis.

Concerning the training data, manual image annotation is costly and time consuming

task. Furthermore, it is usually assigned to experts of the domain that images’ content

refers to. On the other hand, end-users of the search engines are non-experts. The cur-

rent thesis investigates and presents alternative ways of creating training data aiming

to address these issues in chapter 4. First, it proposes the manual image annotation
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through crowdsourcing and investigates several factors that may affect the created an-

notations. The gender and age influence is examined in chapter 5 while the quality

of the annotation is investigated in chapter 6. Second, it proposes the automated ex-

traction of keywords for web pages using the surrounding text included in HTML web

pages. A study for assigning the relevant textual segments to web images is presented

in chapter 7.

The selection of the appropriate low level feature extraction algorithm is a crucial step

for the creation of the visual models. The selected algorithm should be able to identify

relevant features in the given images, and extract a feature vector with fixed and limited

dimension (i.e. non-fixed and huge dimensionality causes certain problems when used

in machine learning schemes). Chapter 8 presents several available low level feature

extraction algorithms. Chapter 9 investigates the evaluation performance of MPEG-7

descriptors on keyword extraction. Finally, a new low-level feature extraction algorithm

is presented in chapter 10.

Regarding the modelling process, the efficiency, the robustness to the variation of

learning parameters and the effectiveness of the selected learning algorithm must be

taken into consideration. Furthermore, the problem of the limited training data plays

significant role in keyword modelling. Chapter 11 details several available learning



34 Chapter 3. Keyword Modelling via Low Level Features

techniques and proposes the co-training scheme as an option to overcome this issue.



Part I

Creating Training Examples
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Chapter 4

Dataset Creation

The collection of training data is a crucial step for the creation of accurate visual mod-

els. Training examples that are used for creating visual models for keywords are pairs

of images and keywords. The low-level feature vector extracted from the image is con-

sidered as an example of the visual representation of keywords assigned to this image.

Aggregating feature vectors across many images eliminates the case of having several

keywords sharing exactly the same training examples. However, collection of manually

annotated images to be used for creating the keyword visual models is a costly and te-

dious procedure. Manual annotations are likely to contain human judgment errors and

subjectivity in interpreting the image due to differences in visual perception and prior

knowledge. As result is a common practice nowadays to use multiple annotations per

image obtained from different people to alleviate this subjectivity as well as for detect-

ing outliers or erroneous annotations. In the past, manually annotated datasets were

obtained by experts. Since the majority of tomorrow users of search engines are non-

experts, the idea of modeling the knowledge of several people rather than an expert can

significantly improve the ultimate efficiency of image retrieval systems. This chapter

presents the collection of training data through crowdsourcing following this direction.

Furthermore, it proposes the idea of extracting keywords from the surrounding text for

web images, as an alternative solution for the problem of dataset creation.
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4.1 Collecting Image Annotations Through Crowd-

sourcing

Crowdsourcing, and the act of outsourcing work to a large crowd of workers, is a

specific form of harvesting wisdom of the crowd and contributions of users [96]. The

distributed model of crowdsourcing assigns tasks traditionally undertaken by employ-

ees or contractors to an undefined crowd [97], [98]. Although crowdsourcing annotation

is a fairly recent development, it is recognized as a growing and burgeoning research

area, as evidenced by several works that have produced an overview of these methods

from different perspectives [96]. Crowdsourcing has attracted the interest of several

researchers and companies since, among others, it is a very attractive solution to the

problem of cheaply and quickly acquiring annotations. The Amazon Mechanical Turk

(MTurk) [99], extends the interactivity of crowdsourcing tasks by more comprehen-

sive user interfaces and micro-payment mechanisms. MTurk is an online labor market

where workers are paid small amounts of money to complete small tasks. It is possible

to assign annotation jobs to hundreds, even thousands, of computer-literate workers

and get results back in a matter of hours [100]. The quality of annotations provided by

MTurk workers has been explored for a wide range of annotation types [101]. Sorokin

et al. [102] presented a data annotation framework to obtain project-specific annota-

tions very quickly on a large scale via MTurk. During the creation of the ImageNet

dataset [103], MTurk workers were utilized to verify that each collected image contains

objects from a given set of multiple words or phrases.

The Crowdcrafting platform [104], unlike the MTurk, supports volunteer-driven projects

without handling payment or money. Crowdcrafting is a new, free, open-source plat-

form that enables people to create and run crowdsourcing and micro-tasking appli-

cations. Although several image annotation applications are currently running on

Crowdcrafting platform, there no relevant publications due to its recent establishment.

Annotation quality obtained through crowdsourcing varies. Sometimes annotators pro-
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vide random or bad quality labels in the hope that they will go unnoticed and still be

paid [105]. Others may have good intentions but completely misunderstand the task at

hand [100]. Several studies have been presented that investigate the annotation qual-

ity obtained with crowdsourcing approaches. A study from Snow et al. [106] showed

that crowdsourced annotators are not as effective individually as experts but, when

non-expert opinions are aggregated together, it is possible to produce high-quality an-

notations. So their work establishes the merit of annotations’ aggregation, suggesting

that using a large number of untrained annotators can yield annotations of quality

comparable to those produced by a smaller number of trained annotators on multiple-

choice labeling tasks. Non-experts have been proven as poor annotators for video

annotation. The experimental results in [107] indicate that traditional crowdsourced

micro-tasks are not suitable for such a case since video annotation requires specialized

skill. Thereby, a small group of experts is necessary for a high quality video labeling.

In [108] the problem of training a supervised learning system in the absence of ground

truth data is addressed, when all that are available are noisy label information from

non-expert annotators. The authors suggest that having effective annotators is more

important than data coverage, and emphasize the use of multiple annotations for each

item, in conjunction with weights for annotators based on their agreement with the

induced ground truth. The paper aims at estimating the sensitivity and specificity of

each of the annotators, and also annotates unlabeled examples. In [109] the difficulty

of evaluating tasks where annotations are available from multiple annotators, but no

ground truth is available as a reference, is also analyzed. The authors try to inte-

grate the opinions of many experts to determine a gold standard, proposing also that

annotator consensus can be used as a proxy in order to measure annotation quality.

Annotator quality is also modeled in [110], where it is also showed how repeated and

selective labeling increased the overall labeling quality on synthetic data. Furthermore

in [111] a method for combining prioritized lists obtained from different annotators is

proposed. Annotator consistency to obtain ground truth has also been used in the con-

text of paired games and CAPTCHAs [112], [113]. In [114] two issues are considered:
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the difficulty of non-expert annotation and the ability of annotators, while in [115] a

system is proposed which actively asks for image labels that are the most informative

and cost effective.

The assignment of several raters into annotation task introduces the problem to de-

cide whether an annotation is a positive or as negative example if the ratings disagree.

The inter-agreement is a good indicator for annotation quality and a high agreement

rate can lead to more accurate and reliable annotation. Kilgarriff [69] presents a de-

tailed methodology for creating gold standard datasets and states the necessity of more

than one person to create the dataset, that one should calculate the inter-annotator

agreement and determine whether it is high enough. He also underlines basic reasons

for ambiguous annotations like the poor definition of annotation scheme, mistakes of

annotators due to lack of motivation or knowledge. Snow et al. [106] examined the

accuracy of labels created using Mechanical Turk for a variety of natural language

processing tasks and measured the quality of non-expert annotations by comparing

them against labels that had been previously created by expert annotators. They re-

port inter-annotator agreement between expert and non-expert annotators, and show

that the average of many non-experts converges on performance of a single expert for

many of their tasks. Callison-Burch in [116] evaluated the translation quality using

MTurk and found out that a combination of non-expert judgments has a high-level of

agreement with the existing gold-standard judgments of machine translation quality,

and correlates more strongly with expert judgments than Bleu does. Brants in [68]

investigated the inter-annotator agreement for part-of-speech and structural syntac-

tic annotations in the NEGRA (a syntactically annotated corpus of German news-

paper texts) by determining the accuracy and F-score between annotated corpus of

two annotators. Veronis presented a systematic study of polysemy judgements and

inter-annotator agreement for word sense disambiguation [117], while Chklovski and

Mihalcea studied the agreement of web users who contribute the word sense annota-

tion [118]. In [119] an interesting approach is presented on how much several sets of

expert annotations differ from each other and if the non-expert annotations are reli-
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able enough to provide ground truth annotations. Four experiments on inter-annotator

agreement are conducted applied to the annotation of images from MIR Flickr that

were annotated first from 11 different experts and then the set was distributed over

MTurk to nine non-expert annotators. The inter-annotator agreement is computed at

an image-based and concept-based level using majority vote, accuracy and k statistics.

Having the above in mind, crowdsourcing annotation opened a new way on human

computation. Given that crowdsourcing-based annotation is the method of preference

for manual image annotation, we have explored this issue further emphasizing on: (i)

the effects of the selected annotation method, (ii) image content itself, and (iii) the

used lexicon on the quality of annotation. The findings of this study are reported on

chapter 6.

4.2 Getting Image Annotations Through Web Doc-

uments

An alternative to manual annotation to create training data is to explore the successful

mechanisms of automatic keyword extraction in text-based documents adopted by con-

temporary search engines. The large amount of web images located in text documents

and web-pages can be used for that purpose. The text that surrounds these images

inside the web documents provides important semantic information that can be used

for keyword extraction. Web Image Context Extraction (WICE) denotes the process

of determining the textual contents of web document that are semantically related to

an image and associates them with that image. WICE uses the associate text as a

source for deriving the content of images. In text-based image retrieval, the user pro-

vides keywords or key phrases and text retrieval techniques are used for retrieval of the

best ranked image. Successful web image search engines like the Google images1 and

Yahoo!Image Search2 are well known WICE examples.

1http://images.google.com/.
2http://images.search.yahoo.com/.
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HTML document content structure such as image file names, anchor texts, surrounding

paragraphs or even the whole text of the hosting web page are usually used as a

textual content in WICE applications. The initial research efforts focus on exploiting

the range of HTML document content structure [120], [121]. Although, they give

effective results for a subset of images they cannot be used for general purpose since

such textual information often do not give sufficient information for the visual content.

More sophisticated methods divide the textual content into text blocks and relevant

blocks are extracted for each image. These text blocks are then used to extract the

keywords. Moreover, as presented in the previous section, other methods leverage the

visual content together with the textual for more accurate annotation.

The diversity of the designing concepts, the noisy environment (advertisements, nav-

igation bars, etc.) as well as the too much textual and visual information, affect the

accurate assignment of the text blocks to web images. Thereby, the assignment of

textual content to an image remains one of the key issues in WICE applications. For-

tunately, there is regularity to the appearance of relevant surrounding text with respect

to the position of an image in an HTML text. Several approaches have been proposed

that exploit this regularity to extract the text blocks as concept sources for images.

A bootstrapping approach to automatically annotate web images based on predefined

list of concepts by fusing evidences from images content and their associated HTML

text in terms of a fixed size of sequence is presented in [122]. The authors assume

that the relevant surrounding text is contained in the nearby text tagged by HTML

structural tags and appears to the left or right of the image. If the extracted text is

more than 32 words then only the first 32 words are used as surrounding text. On the

other hand, the visual classifier is trained utilizing traditional visual content features

such as color histogram, DCT texture and statistical shape features. Both textual and

visual classifiers are used in a co-training framework for annotating web images. The

main drawback of the proposed method is the fixed size of sequence that lead to low

annotation performance since extracted text may be irrelevant to the corresponding

image, or on the other hand, important parts of the relevant text may be discarded.
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In [123], [124], the Document Object Model (DOM) tree structure of the web page is

utilized to extract the surrounding text of the images. Fauzi et al. [123] proposed a

DOM tree-based segmentation algorithm that utilizes the image characteristics as it

appears on HTML document and extracts image segments. Alcic and Conrad [124]

used the hierarchical structure of the DOM tree to calculate the distance of the web

contents. The distance measure is used to extract image content based on 1D clustering

where each image is associated with the textual contents of the cluster it belongs to. In

general the DOM tree structure based methods are not adaptive and they are designed

for specific design patterns.

The Vision based Page Segmentation (VIPS) [56], a heuristic DOM-based segmentation

algorithm, can also be used to segment the Web page into a number of semantic blocks

where each block contains semantically related information. The degree of correlation

between the contents within a block is determined by the Degree of Coherence (DoC).

The DoC is calculated using heuristic rules on the DOM tree structure and visual

cues and ranges from 1 to 10. The higher the DoC value, the higher the correlation

between the contents within the block. For each image, the block containing this image

is identified and the surrounding text is extracted as its textual information.

In [125], the VIPS was utilized to accurately model the semantic relationships among

images on the Web. An image graph was created using the page-to-block, block-to-

image, block-to-page relationships. Techniques based on spectral graph and Markov

Chain theory are then used for image ranking clustering and embedding. Web page

segmentation is indeed a more adequate solution to the problem of text extraction

since it is adaptable to different web page styles and depends on the visual cues that

form each web page. Most of the proposed algorithms with this approach though, are

not designed specifically for the problem of image indexing and therefore often deliver

poor results [126].



44 Chapter 4. Dataset Creation

4.3 Refinement of keyword extraction using seman-

tics

An interesting approach was presented in [51] where the context extraction is achieved

by utilizing VIPS algorithm and semantic representation of text blocks. In the proposed

method, the whole text found in the web page is used as a source to extract content

information for the web images. More than the structural text blocks extracted using

VIPS, text fragments are assigned to images after their semantic representation. This

representation is achieved using the WordNet project [127].

WordNet is a popular research product that attempts to model the lexical knowledge

that a native English speaker possesses. WordNet models each unique meaning of

a word as a synset (i.e synonym set), which is always accompanied by an annotation

which defines the exact concept of this word or set. An example of such a synonym set is

the group {car, auto, automobile, motorcar} which contains words that native English

speakers would consider synonyms. WordNet not only provides these groups and the

corresponding definitions, but also important knowledge on the semantic relations that

appear between different sets. These relations, namely the “IS-A”, “Has-Part”, “Part-

of” and “Member-Of” form a hierarchy of words. A part of this taxonomy, which

contains the synset {car, auto, automobile, motorcar}, is presented in Fig. 4.1.

WordNet contains several Part Of Speech (POS) items, such as nouns, verbs, adverbs

and adjectives. However, only nouns and verbs are organized into hierarchies based

on “Is-A” relations as those which are presented in Fig. 4.1. WordNet does not cross

POS boundaries and therefore no judgements between concepts of different POS can

be made. This property facilitates the creation of flexible semantic similarity measures

between synsets of the same POS.

In the literature, several methods attempt to quantize the similarity between Word-

Net synsets. The Path length (Spal) metric is a simple node-counting scheme as the

similarity score it describes is inversely proportional to the number of nodes along the
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shortest path, L(s1, s2) between two synsets s1 and s2:

Spal =
1

L(s1, s2)
. (4.1)

On the other hand, the similarity measure proposed by Leacock and Chodorow in [128]

is given by:

Slch = −log
L(s1, s2)

2Dmax

, (4.2)

where Dmax is the maximum depth in the WordNet taxonomy.

In [129], Wu and Palmer proposed an alternative measure that calculates the similarity

between two synsets s1 and s2 by considering their depths in the WordNet hierarchy,

along with the depth of their least common subsumer (LCS) slcs:

Swup =
2D(slcs)

D(s1) + D(s2)
, (4.3)

where D(s1) and D(s2) the depth of the synsets s1 and s2 in the WordNet taxonomy. In

Tab. 4.1 the similarity values for the two synset pairs P1 ={structure, instrumentality}
and P2 ={wheeled vehicle, taxi} are presented. The given values for the depths of the

nodes and their LCS may not correspond to the actual depth when the whole WordNet

hierarchy is used, however the comparison among the three different measures is still

valid since the given part of the taxonomy may be considered autonomous. The Spal

assigned the lowest similarities to the pairs compared to the other two measures. For

the synsets of pair P1, which are siblings in the taxonomy, the metric resulted to a

rather low score, while for the pair P2, which is located quite deep into the taxonomy,

and therefore it is formed by less abstract terms, with similar meanings, resulted to an

even lower score.

On the other hand, the Slch measure takes into account the depth of the taxonomy
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Table 4.1: The similarity values between two synset pairs found in Fig. 4.1.The maxi-
mum depth of the taxonomy is 9.

Synsets L(s1, s2) D(s1) D(s2) D(slcs) Spal Slch Swup

P1 ={structure, instrumentality} 3 4 4 3 0.33 0.78 0.75
P2 ={wheeled vehicle, taxi} 5 7 9 6 0.2 0.56 0.8

in which the synsets are found and therefore it is affected by the presence or absence

of a unique root node. This form does not ensure a value range; it is not possible to

conduct a meaningful comparison between the numbers 0.78 and 0.56, if we are not

aware of the maximum values these similarities could have. Moreover, this measure

still rates P2 lower in terms of similarity while one would expect the opposite. It

seems that measure Swup, which ensures a range 0 < Swup ≤ 1 and also takes into

consideration how abstract the two terms are, gives the best results in comparing the

similarity between two synsets. Among other similarity measures, the above mentioned

ones are implemented in the Perl module WordNet::Similarity [130], which is used in

the developed system as described below.

In this thesis we have also examined on alternative way of extracting image annotation

from web pages. The method is presented in chapter 7.



Chapter 5

Age and Gender Differences in

Manual Image Annotation

Manual image annotation is an essential step for the development of methods for auto-

matic image annotation which are based on the learning by example paradigm. How-

ever, manual image annotation contains human judgment errors and subjectivity in

interpreting the image due to differences in visual perception and prior knowledge.

Multiple annotations per image obtained from different people can definitely alleviate

this subjectivity and facilitate the whole procedure. Image annotation can be ap-

proached as a social cognitive process and, thus, it varies among people based on their

socio-demographic characteristics. In the current study we investigate the effect of age

and gender of annotators in manual image tagging. We consider the case when a con-

trolled vocabulary is used versus free keywords annotation. The findings of this study

provide interesting insights into the relationship between annotator demographics and

image annotation. The experiments reveal that age affects seriously the way people

annotate images either with the aid of a vocabulary or via free keywords. On the other

hand gender appears not to play a significant role in image annotation in contrary to

our initial assumption.

Since judgments of meaning are more or less subjective, image tagging is also expected

48
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to vary across people. Thus, there is no single correct label for an image. Labels as-

signed to an image by different annotators may vary and may be related to annotators’

knowledge, age, gender, intuitions, background, etc [131]. Crowdsourcing [96], the act

of outsourcing work to a large crowd of workers, has attracted the interest of several re-

searchers and companies. Among others, it is a very attractive solution to the problem

of cheaply and quickly acquiring annotations. In such a case, the assignment of several

raters into annotation task introduces the problem to decide whether an annotation is

a positive or a negative example if the ratings disagree. The research community has

focused on bridging the semantic gap between the simplicity of available visual features

and the richness of the user semantics [132], [52] while the semantic gap between users

has not been examined.

5.1 Research Questions

In this study we aim to examine the existence of the semantic gap between people and

in such a case, what is the influence of some demographic factors like age and gender.

In other words, this study examines the differences in the way people with diverse

gender and age annotate images.

Our study focuses on the following research questions:

• Do age and gender affect the way people annotate images using vocabulary keywords?

• Do age and gender affect reliability agreement?

• Do age and gender affect the way people annotate images using free keywords?

• Can we assume a strong relevance between image interpretation and image annota-

tion?

The underlying assumption is that the way humans annotate images is strongly re-

lated with the way they evaluate image retrieval results. Thus, differences in image
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annotation indicate differences in the way they interpret the results.

5.2 Data Collection

A survey of 40 annotators was conducted between March 1st to 31st, 2013, in Cyprus.

The participants were Cypriot citizens aged between 15 and 55. We aimed for an even

distribution of participants concerning age and gender groups, therefore the set was

divided into two age groups consisting of people aged 15 - 35 and 36 - 55 years old. Age

seperation was based on the idea that the participants of the first age group are more

familiar with the Internet which it became popular in Cyprus in the mid 1990s. We

tried to have an equal number of females and males in each group. The first age group

(15-35) comprised 11 females and 9 males, while the second group (36-55) contains

equal number of males and females. Survey population characteristics are summarized

in Tab. 5.1.

Table 5.1: Description of participants.
Age Gender Total

Female Male
# % # %

15-35 11 55 9 45 20
36-55 10 50 10 50 20

Participants were asked to fill in a questionnaire consisting of two parts. In the first

part, we asked the participants to fill in their demographic information including age

and gender. The second part included the image annotation content. The average time

required to complete the questionnaire was about 60 minutes.

5.3 Image Annotation

Survey’s participants annotated a set of images using vocabulary and free keywords.

The image dataset was formed by 50 images downloaded from the web covering different
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subjects. The preselected set of vocabulary keywords consisted of 52 keywords from 5

different main topic categories (Fig. 5.1). The participants were asked to annotate the

image dataset by selecting 1 to 5 keywords from the controlled vocabulary and adding

1 to 5 free keywords.
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Figure 5.1: The categorization of the vocabulary keywords into general categories.

After collecting and saving the annotations we applied the following measurements

in order to investigate the differences in the way that people annotate images using

vocabulary keywords and to calculate the reliability of the agreement among the par-

ticipants of different age and gender groups. First, for each category we calculated and

compared the total number of keywords that were selected from participants for all age

and gender groups and then we computed the reliability of the agreement among the

participants on category-keyword basis using the kappa statistics.

This statistical measure was first proposed by Cohen [133] and reports the inter-rater

agreement as a range of values between 0, which stands for the level of agreement that

is expected from random assignment, and 1, when there is perfect agreement. Negative

values of kappa indicate agreement below the expected from random assignment. A

study from Landis et Koch [134] states that a kappa value above 0.6 represents an

adequate annotator agreement while a value above 0.8 is considered as almost perfect.

The free marginal kappa statistic [135], which can be utilized for any number of partic-

ipants that are not forced to assign a certain number of images to each keyword, was

exploited separately in a binary scenario for each one of the 5 keyword categories.
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In order to obtain more nuanced description of the intrinsic quality of the terms given

as free keywords, we categorized them into the cognitive categories of nouns using the

Prototype Theory [136]. Prototype Theory is a product of cognitive psychology that

provides different levels of inclusiveness for categorizing concepts. It has also applied

into cognitive linguistics and suggests three category levels of concepts: (a) “Basic”,

(b) “Superordinate”, and (c) “Subordinate”. The “Basic” is the most inclusive level

among the others where its members have common attributes and a single mental image

can be formed. “Basic” level concepts are usually labeled with the most occurring,

contextually neutral, shortest terms that are countable nouns [137]. Concepts falling

into “Superordinate” level share fewer attributes among each other and are named with

mass nouns. Finally, the “Subordinate” level contains concepts with many overlapped

attributes that are morphologically complex nouns. The “Superordinate” corresponds

to the highest abstract level while the “Subordinate” corresponds to the lowest one.

The nouns given as free keywords were categorized into “Basic”, “Superordinate”, and

“Subordinate” categories. The total number of keywords falling into the three cognitive

categories was calculated for each annotator separately and then the age and gender

differences were investigated.

5.4 Results

5.4.1 Age and Gender Influences in the Way People Use Vo-

cabulary Keywords in Image Annotation

A comparison among the used keywords was made for both age and gender groups.

Tab. 5.2 outlines the total number of selected keywords for each category when com-

paring female and male participants as described above. It is evident that both groups

show quite similar behavior, selecting more keywords from “Feeling”, “Concept” and

“Time” categories. Despite the number of keyword selection being slightly differing and
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women are using more keywords for annotation, the only category with a significant

difference is “Feeling” (p-value = 0.03). In the case of comparing the total number of

selected keywords for all participants in both groups, the p-value is too high to make

their values significantly different (p-value = 0.29).

Concerning the two age groups, it is clear from Tab. 5.3 that the participants used

to select keywords mainly from “Feeling”, “Concept” and “Time” categories with a

significant differences in the way of using keywords from 3 categories: “Concept” (p-

value = 0.02), “Time” (p-value = 0.03) and “Event” (p-value = 0.02). There is also

a significant difference in the total number of selected keywords from all categories

(p-value = 0.04), with the first age group having the highest score.

Table 5.2: Gender differences in the use of vocabulary keywords.
Keyword Category Location Event Concept Time Feeling Total

Female (n=21) 516 301 622 614 716 2769
Male (n=20) 279 270 457 439 407 1852

p-value 0.55 0.32 0.24 0.70 0.003 0.29
Interpretation n.s.(not significant) n.s. n.s. n.s. s. (significant) n.s.

Table 5.3: Age differences in the use of vocabulary keywords.
Keyword Category Location Event Concept Time Feeling Total

15-35 (n=20) 468 301 584 570 628 2551
36-55 (n=20) 327 280 495 484 514 2100

p-value 0.39 0.02 0.02 0.03 0.65 0.04
Interpretation n.s.(not significant) s. (significant) s. s. n.s. s.

5.4.2 Age and Gender Effects in Reliability Agreement

Inter-participant agreement was calculated using an online kappa calculator tool [138].

Fig. 5.2 presents the kappa statistics for the 5 keyword categories. It is evident, that

there are no basic gender or age influences in the inter-annotator agreement of partici-

pants. On average the 21 females agree with the value of 0.65, with adequate agreement

in all categories except the “Time” category which presents the lowest agreement value

(0.56) among female participants. On the other hand, the 19 males agree with a quite
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higher average value (0.67) and show an adequate agreement in all categories. Re-

garding the age, both groups agree with the same kappa value equal to 0.66. Younger

participants adequately agree in 4 of the 5 categories (except “Time”), while older ones

show values greater than 0.6 in all categories. The “Time” category presents the low-

est agreement among the participants with values lower than 0.6 in female and 15-35

groups. The “Event” category presents the highest values, reaching almost the perfect

agreement for all age and gender groups.
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Figure 5.2: The Kappa values for the the keyword categories.

5.4.3 Age and Gender Influences in the Use of Free Keywords

After a manual identification and correction (spelling or typing errors, synonymy, etc)

of the terms given as free keywords, a total of 529 different keywords were collected and

used in our experiments. Categorization of the keywords into the cognitive categories

mentioned earlier, is presented in Fig. 5.3. Keywords related to other parts of speech

such as verbs, adverbs, etc, were categorized as “Other” that could be considered as the

fourth category in our experiments. The 56.52% of the keywords were categorized as

“Basic”, the 26.84% as “Subordinate”, the 9.45% as “Superordinate”, while the 7.18%

was assigned to the “Other” category.
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The total number of times that each keyword was given during the annotation process

was calculated separately for both age and gender groups. As shown in Tab. 5.4,

there is no significant age influence in the use of keywords for all cognitive categories.

However, women added more free keywords than men. Both women and men added

mostly terms from the “Basic” category. The 65.26% of terms given by women and

the 68.20% of terms given by men were categorized as “Basic” while the rest were

categorized into the remaining categories.

Table 5.4: Gender differences in the use of free keywords.
Cognitive Category Basic Superordinate Subordinate Total

Female (n=21) 883 90 380 1353
Male (n=20) 755 76 276 1107

p-value 0.52 0.71 0.09 0.20
Interpretation n.s.(not significant) n.s. n.s. n.s.

Concerning the age influence, the younger group used more free keywords to annotate

the dataset (Tab. 5.5). There are considerable differences in the way that people use

free keywords in terms of cognitive categories. There are significant differences for

“Basic” (p-value=0.03) and “Subordinate” (p-value=0.02) categories while there is no

significant difference for “Superordinate”. There is also a significant difference in the

total number of given free keywords (p-value=0.001), regardless the category, with the

young people having the highest score.

Table 5.5: Age differences in the use of free keywords.
Cognitive Category Basic Superordinate Subordinate Total

15-35 (n=20) 893 81 400 1374
36-55 (n=20) 745 85 256 1086

p-value 0.03 0.79 0.02 0.001
Interpretation s.(significant) n.s. (not significant) s. s.

5.5 Discussion

The way that people understand and describe the content of an image was investigated

in this study. The participants were asked to annotate an image dataset by assigning
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Figure 5.3: The categorization of free keywords into cognitive categories.

1 to 5 vocabulary keywords and supplement the description by adding 1 to 5 free key-

words. The age and gender gaps in image annotation were examined through different

measurements.

Concerning the vocabulary keywords, the way how women and men annotate images is

not significantly different. Regarding the gender, a significant difference was occurred

only in the use of keywords related to the “Feeling” category, in which women tend

to select more keywords than men. This finding is perfectly justified since women

are considered more emotional than men [139]. When examining the impact of age

on the way of people annotating images, the results show that there are differences

between younger and older participants. Significantly, younger people used in general

more keywords to annotate images and there are also significant differences in the

way of annotating images using keywords from the “Concept”, “Time” and “Event”

categories. Overall, females and younger participants used more vocabulary keywords

to annotate the image dataset. Women used in total 2769 keywords (2.64 per image),

while people in 15-35 group used 2551 keywords (2.43 per image).

The fact that there are no age or gender differences in inter-annotator agreement is

also a significant finding of this study. On average, participants of both gender and age

groups adequately agree with a value kappa of 0.65-0.67. The majority of keyword cat-

egories presents an adequate agreement in all but the “Time” category which presents

the lowest agreement value among female (0.56) and young (0.58) participants, but
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this may be due to the abstract nature of the keywords in this category.

The participants gave in general 529 valid free keywords where the 56.52% of them were

classified into the “Basic” category. The results are in full agreement with the idea

drawn by Laokff [140] which indicates that images are identified most accurately and

categorized fastest at the “Basic” level. The experimental results indicate that there

are no any significant gender differences in the way people give free keywords in terms

of the cognitive categories. At the same time, the younger participants have significant

differences compared to the older ones. Considerable differences were revealed in the

total number of the given free keywords, as well as, in “Basic” and “Superordinate”

categories. Overall, the annotators assigned more vocabulary than free keywords to

the image dataset. The average number of given free keywords per image is in the

range of 1-1.4 for all gender and age groups.

The results of this study reveal that there is significant age influence in image inter-

pretation and description through vocabulary and free keywords. However, there is no

considerable gender influence (except on the use of vocabulary keywords related to the

“Feelings” category). The results are justified by related studies conducted on gen-

der and age differences in performing several tasks on internet, including the search.

Singer et al. [141] confirm that users age impacts behavior and search performance

significantly, while gender influences were smaller than expected.

The findings of the proposed study provide interesting insights into the relationship

between annotator demographics and image annotation, as well as, the relationship

between annotator and cognitive categories of nouns. They are lead to better under-

standing how the people annotate images since the annotators and vocabulary used

during annotation assessment have to be chosen with care while the resources should be

used effectively [69]. The identification of the demographic factors that may influenced

the manual image annotation is essential for choosing and training future annotators,

creating controlled vocabularies and golden standard image datasets. The presenting

findings definitely will play a key role not only in future research of the domain, but
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in the development of more efficient and accurate text-based image retrieval systems.

5.6 Conclusions and Remarks

This chapter presents an attempt to investigate the semantic gap between people in the

way of annotating an image dataset using vocabulary and free keywords. The study also

aimed at looking at the gender and age influences in inter-annotator agreement using

the vocabulary keywords. The experiments were conducted on a dataset that consists

of 50 images, downloaded from the web covering different subjects. Forty participants

were asked to annotate the image dataset by selecting 1 to 5 keywords from a controlled

vocabulary and adding 1 to 5 free keywords. The results revealed that age affects the

way people annotate images using both vocabulary and free keywords. Concerning the

inter-annotator agreement, there is an adequate agreement among the gender and age

groups. The used image dataset as well as the annotations assigned during this study

are stored in a database1 and they are both available for research experiments and

cooperative evaluations.

1http://cis.cut.ac.cy/∼z.theodosiou/Database1.zip.



Chapter 6

Quantifying the Quality of Manual

Image Annotation

In the framework of this thesis a study was conducted for investigating the manual im-

age annotation quality aiming at: (a) identifying to which extend the use of structured

lexicon and unstructured vocabularies improves annotation quality and at what cost

(missing useful and valid annotations), (b) exploring to which extend and under what

prerequisites free annotation can lead to valid and useful image annotation, and (c)

inquiring the effect of image content itself on valid image annotation. For the exper-

imental setup, 500 images were manually annotated using three annotation methods.

The annotations were evaluated for each method independently and the results lead to

important conclusions and revealed very interesting issues for further study.

6.1 Commandaria Platform

The Commandaria platform 1 has been developed in the framework of Commandaria

project 2 and offers along with the user profiling, the feasibility of uploading, anno-

1http://cis.cut.ac.cy/CommandariaPortal.
2“The History of Commandaria: Digital Journeys Back to Time”, project funded by the Cyprus

Research Promotion Foundation (CRPF) under the contract ANTHRO/0308(BE)/04.

59
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tating and searching data. In this project users from Cyprus and around the world

were invited to: (a) provide multimedia content which relates the famous Comman-

daria wine with the history and culture of Cyprus, and, (b) annotate existing content.

The Commandaria data collection consists approximately of 7500 files related to the

Commandaria Cypriot wine. The 3500 files are digitized manuscripts and scanned pa-

pers from books, journals and official legislating documents, while the remaining 4000

files are images and videos. Proper annotation of collected data items was an absolute

requirement in order to allow effective information retrieval related to Commandaria

for various categories of users. The value of the collected information is priceless for

Cyprus heritage, therefore the collection, proper preservation and easy access to this

information is a task of tremendous importance [142]. Effective indexing and retrieval

of this information requires accurate and rich annotation of data; according to our

initial assumptions the annotation quality may be affected by various factors.

6.2 Annotation Methods

There are many different types of information that can be associated with images.

In our method we focused mostly on data which directly or indirectly referred to the

visual content of the image and were divided into the following categories: a) Content-

descriptive metadata, which refer to the actual semantic contents presented on the

image like emotions or meanings of the visual signs, or the actual scenes presented on

the image [1], and b) Content-independent metadata, which refer to the content of the

image without describing it directly, like date, location, etc. [1]. The two categories

were specified using one or more of vocabulary keywords using taxonomy, hierarchical

vocabulary keywords and free keywords.

The first annotation approach restricted the annotator to use pre-defined keywords

from a lexicon created using the Commandaria taxonomy [142]. Furthermore, the

pre-defined set of keywords was also offered in an hierarchical structure by the sec-
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ond approach. The fact that there are many ways of classifying the concepts of an

image, depending on culture, age, knowledge, etc, remains the main problem of these

approaches [1]. Finally, the third approach tried to overcome the limitations of the first

and second approach, by allowing the use of free keywords. This approach does not

provide any restrictions, nevertheless suffer from a series of challenges. Spelling and

typing mistakes are the most common problems of the specific approach, which can

be addressed by an intelligent spell checker and/or by using an ontology. Each of the

annotation approaches provides some benefits along with some limitations, the combi-

nation of three approaches leads to a complete annotation proposal. These methods

cover more or less the whole spectrum of manually annotation methods.

6.2.1 Dataset

The experiments were conducted on a dataset that consists of 500 images, randomly

selected from an large amount of data, collected in the framework of Commandaria

project. 28 pre-selected keywords were used to create the vocabulary and hierarchical

vocabulary keywords provided by the Commandaria platform. The 500 images were

distributed over the Commandaria platform and annotated by non experts in form of

mini-jobs. Non-expert annotators were students (21-23 years old) enrolled in Digitisa-

tion of Cultural Heritage courses at Cyprus University of Technology. Each annotator

received partial credit toward completion of the course.

6.2.2 Task Design

The annotation process was divided into mini-tasks, where each mini-task consisted of

the annotation of one image using one or more of the 3 proposed methods. The mini-

tasks are presented as a list of thumbnails (Fig. 6.1) and the user can choose which

image wants to annotate. The annotators are presented with a list of instructions

and are asked to classify the image into categories “abstract” and “specific” based on
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Figure 6.1: The list of mini-tasks.

their content before starting the annotation. The instructions described the annotation

process; how to use each annotation method and the minimum time required to fulfill

a mini-task (it was set to 60 sec based on expert’s estimation).

Fig. 6.2 illustrates an example of a mini-task. For the first method, the 28 pre-selected

keywords of the annotation taxonomy compiled by Commandaria team were presented

and the user could annotate the image file by clicking the most appropriate keywords

from the list of check boxes. Furthermore, the users could choose keywords from

the hierarchical vocabulary that offered in the second method. The 37 hierarchical

vocabulary keywords were classified in three main categories. Every main category

was further divided to a number of subcategories and any subcategory to a number of

nodes and so on, providing an hierarchical annotation tree. The users could also add

free keywords using the second annotation method. First, they chose their preferred

language between English and Greek and then typed the keyword in the corresponding

text box. By pressing the “Add Keywords” button all the suggested keywords were

stored in the platform. Fig. 6.3 shows the structure of the relational database used for

storing the collected annotations.
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Figure 6.2: An example of an image annotation using: (1)Vocabulary Keywords, (2)
Hierarchical Vocabulary Keywords, and (3) Free Keywords.

6.3 Evaluation Process

6.3.1 Mathematical Background

The mathematical background of the evaluation process is as follows. We denote by Ai

the i-th annotator (i=1,...,NA). Ij indicates the j-th image (j=1,...,NI) in the image

dataset, while NI denotes the total number of images in this dataset. tij indicates the

set of keywords suggested by annotator Ai for image Ij. The total number of keywords

suggested by the i-th annotator, T i
A, and the total number of keywords submitted for

the j-th image, T j
I , are computed by equations (6.1) and (6.2), respectively:
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Figure 6.3: The structure of the relational database.

T i
A =

NI⋃
j=1

tij (6.1)

T j
I =

NA⋃
i=1

tij (6.2)

A valid keyword for an image is every keyword that was being suggested either by

an expert or by the majority of the annotators or by more than one annotator (the

aim is to exclude keywords suggested by mistake). The set of valid keywords for the

j-th image is denoted by Kj={Kj
1,..., Kj

n}. Finally, the intersection between the valid

keywords Kj for image Ij and the keywords that the annotator Ai suggested for the

same image, denoted as vij, indicates the set of valid keywords that suggested by the

i-th annotator for the j-th image. Therefore vij⊆ tij and vij⊆Kj. The Venn diagram

explaining the relations between T i
A, T j

I , Kj and vij sets is shown in Fig. 6.4. Finally,

for clarity purpose, the notations used so far for the evaluation process are listed in
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Figure 6.4: The relations between T i
A, T j

I , Kj and vij sets.

Table 6.1: List of notations
Notation Description

Ai i-th annotator
NA Total number of annotators
Ij j-th image
NI Total number of images
tij Set of keywords suggested by i-th annotator for the j-th image
T i

A Total number of keywords suggested by the i-th annotator

T j
I Total number of keywords submitted for the j-th image

Kj Set of valid keywords for the j-th image
Vj Total number of valid keywords given for the j-th image
vij Set of valid keywords suggested by the i-th annotator for the j-th image
Ci

A Overall consistency of the annotator Ai

Tab. 6.1.

6.3.2 Evaluation Metrics

Following manual identification and correction (spelling or typing errors, synonymy,

etc) of the keywords which were submitted as free text, we tried to answer the questions

set above by utilizing the following measurements:

1. The annotators consistency
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The first measurement estimates the annotators consistency by comparing the

valid keywords submitted for each image with those submitted by each annotator

for the same image. The overall consistency Ci
A, of the annotator Ai is given by

summing its consistency across all images he/she annotated:

Ci
A =

∑

j,tij 6=∅

|(vij)|
|(Kj)| (6.3)

2. Agreement analysis between expert and non-experts

The second measurement determines the accuracy agreement between the expert

and non-experts on image basis. Following the formula used by Brants [68],

the accuracy between the annotations given by non-experts and the annotations

given by the expert for the dataset I can calculated as follows:

Accuracy(I) =
1

NI

NI∑
j=1

|(Kj)|
|T j

I |
(6.4)

Where, the T j
I denotes the total number of keywords given by the non-experts

for the j-th image and Kj denotes the valid keywords given by the expert for the

same image.

6.4 Results and Discussion

The 500 mini-tasks were assigned to 50 annotators resulting in 25000 annotation sets.

Annotations completed in less than the 60 seconds were rejected. An overall of 36

annotation sets related to 20 different images were rejected. From the 50 annotators

involved in the experiment, 31 annotators chose to describe the set of 500 images

with vocabulary keywords, while the remaining 19 used the hierarchical vocabulary

keywords. Moreover, the majority of the annotators tried to enhance the image de-

scription by adding also free keywords. A total number of 818 different free keywords

were proposed by 45 annotators and 263 keywords suggested twice or more. Some of
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Figure 6.5: An image sample used for the experimental setup.

them received a high number of suggestions indicating their importance for annotating

the set of images used for the experimental setup. The example image presented in

Fig. 6.5 was annotated by some annotators using abstract terms such as “producer”,

“wine judge”, or “historical people” while other annotators preferred to annotate it

based on their visual interpretation and submitted free keywords like “old man” or

“grandfather”.

During the annotation process the annotators were asked to classify the 500 images into

two categories “abstract” and “specific”, based on images’ content. 330 images were

classified as “abstract” while the remaining 170 were classified as “specific”. Examples

of the images classified in these two categories are shown in Fig. 6.6. From the bulk

of the collected data we first evaluate the consistency of annotators and compared the

efficiency of the three proposed annotation methods. The consistency was calculated

separately for abstract and specific images and the results are presented in Tab. 6.2.

Concerning the effectiveness of the various approaches for defining the valid keywords,



68 Chapter 6. Quantifying the Quality of Manual Image Annotation

(a)

(b)

Figure 6.6: Two images used for experimental setup which were classified based on
their content as: (a) “abstract”, (b) “specific”.
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the experimental results indicate that the use of majority vote perform better than the

other two. The average consistency obtained using valid keywords based on majority

vote is very good for both abstract and specific images. The lowest consistency was

obtained when the keywords suggested by more than one annotator were set as valid.

The results are perfectly justified since this approach set as valid the majority of the

given keywords for each image making it even more difficult for annotators to be con-

sistent. The performance of the valid keywords regarding the expert annotations is also

noteworthy, where the average consistency is quite good for the various combinations.

The average annotators’ consistency, in the case of the annotation using the vocabu-

lary keywords, is low while the gap between consistency for “abstract” and “specific”

images is bigger than the other two annotation methods indicating the weakness of

the annotators to understand the meaning of the proposed keywords especially for

“abstract” images. The use of free keywords improves the annotation score but a

significant improvement occurs when the annotators use the hierarchical vocabulary

keywords. The annotators consistency obtained using this method is quite good in

comparison with the other two and has average consistency values in the range of

0.51-0.76 for “abstract” and 0.54-0.76 for “specific” images. The results indicate that

hierarchical structure of the vocabulary keeps the annotation score high even if some

annotators did not suggest the same keywords for a specific image. The hierarchical

lexicon improves the annotators consistency while normalizes the differences between

the annotation of “abstract” and “specific” images, and it appears to be a good method

to use for crowdsourcing-wise manual image annotation.

Finally, the t-test was applied to assess whether there is enough empirical evidence

to claim a difference between the way that users annotate “abstract” and “specific”

images. This statistical test compares the mean values of the two distributions to

verify whether the hypothesis that there is no difference between the two methods is

rejected. Using the average annotators consistency for the two types of images, the

t-test at the 5% confidence level [143] was used to test the significance of the difference.

The results in Tab. 6.2 show that the users performed significantly different between the
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Table 6.2: Average annotation consistency
Annotation Method Type of Images Annotators Consistency

≥2 Expert Majority Vote

Vocabulary Keywords Abstract 0.37 0.57 0.76
Specific 0.42 0.71 0.89

n.s. s. s.

Hierarchical Vocabulary Keywords Abstract 0.51 0.61 0.76
Specific 0.54 0.68 0.78

n.s. n.s. n.s.

Free Keywords Abstract 0.42 0.59 0.69
Specific 0.44 0.62 0.64

n.s. n.s. n.s.

n.s. (not significant), s. (significant)

“abstract” and “specific” images only in case of vocabulary keywords. The consistency

using vocabulary keywords is significantly different when is calculated based on the

expert and majority vote.

The accuracy agreement between expert and non-experts is examined on image basis

separately for “abstract” and “specific” images for vocabulary and hierarchical vocab-

ulary keywords. As the previous measure, the accuracy agreement for free keywords

has not been examined due to the low probability of using the same free keyword both

the expert and non-experts for the same image. As shown in Fig. 6.7, the accuracy

agreement using the vocabulary keywords is very low for the “abstract”, while is much

better for the “specific” images. The average accuracy agreement is 0.42 for “ab-

stract”, and 0.76 for the “specific”, respectively. Comparing the accuracy agreement

between “specific” and “abstract” images using vocabulary keywords, the results are

in full agreement with the conclusion drawn by Fujisawa [144] who indicates that the

terminology and description of cultural heritage are often too technical and difficult

for nonprofessional users of the domain.

As shown in Fig. 6.8, the corresponding values in the case of the hierarchical vocabu-

lary keywords are higher, and the difference between the agreement of “abstract” and

“specific” is normalized. The accuracy values are in the range of 0.8-1 for the 68% of

the “abstract” and for the 78% of the “specific” images, respectively. The average ac-
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Figure 6.7: The accuracy agreement between expert and non-experts using vocabulary
keywords for: (a) “abstract”, (b) “specific”, images.
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curacy agreement between expert and non- experts is 0.77 for “abstract”, and 0.82 for

“specific” images. The use of hierarchical vocabulary keywords improves the quality of

the manual annotations regardless the content of the image and helps the non-experts

to assign keywords to the image dataset almost like the expert.

6.5 Conclusions and Remarks

In this chapter we investigate the factors that influence the quality of annotation cre-

ated through crowdsourcing-wise methods. A set of 500 images were manually anno-

tated by 50 annotators using: (i) a pre-selected set of keywords in a form of lexicon,

(ii) an hierarchical lexicon, and (iii) free keywords. The results indicate that the image

content itself and the used lexicon affect the annotation quality. The frequent use of

free keywords implies the inability of non-expert annotators to fully understand the

meaning of given keywords, and the inability of the given lexicon to describe the con-

tent of the image dataset. Definitely, free keywords could be used for the creation

or enhancement of an existing vocabulary/hierarchical lexicon. The data (images and

annotations) collected in the framework of this study are available to the research

community for further experiments3.

3http://cis.cut.ac.cy/∼z.theodosiou/Database2.zip.
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Figure 6.8: The accuracy agreement between expert and non-experts using hierarchical
vocabulary keywords for: (a) “abstract”, (b) “specific”, images.



Chapter 7

Extracting Keywords for Web

Images

Among the most challenging scientific interests of the past years, special attention has

been given to the task of web image information mining. Web images exist in huge

amounts on the web and several methods for their efficient description and represen-

tation have been proposed so far. In many of the exploited algorithms, web image

information is extracted from textual sources such as image file names, anchor texts,

existing keywords and, of course, surrounding text. However, the systems that attempt

to mine information for images using surrounding text suffer from several problems,

such as the inability to correctly assign all relevant text to an image and discard the

irrelevant text at the same time. A novel method for indexing web images is dis-

cussed in this section. The proposed system uses visual cues in order to obtain a web

page segmentation. The segments are represented with semantic metrics and a k-means

clustering assigns these segments to the web image they refer to. The evaluation proce-

dure indicates that the semantic representation method of the visual segments delivers

a good description for the web images.
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7.1 Proposed Method

In the proposed method, the whole text that is found in the web page is used as a

source to extract content information for the web images that exist in the same web

document. The structural text blocks of the web page are extracted using Vision based

page segmentation (VIPS) [56], but several text fragments are discarded at an early

stage of the processing, where we attempt to eliminate the noise of the web page. The

text blocks are finally assigned to images after their semantic representation which is

achieved using the WordNet project [127]. This semantic representation ensures that

the text blocks assigned to a single are semantically uniform; in other words they share

similar content.

The proposed system performs the extraction of web image content information fol-

lowing the four steps that are presented in Fig. 7.1. The input web page is initially

processed using the VIPS algorithm in order to obtain the constructing blocks of the

web page. Therefore, this step results to a set of components that consist of visually

indivisible contents. Making use of the HTML source code of each component, it is

possible to separate them into two groups: one comprising the web images of the web

page and one the textual blocks. In the following step, the task of assigning text blocks

to the images they refer to, and discard those that do not refer to any image, is ad-

dressed. In [145], two different methods for estimating image regions were proposed

and evaluated. In the first approach, the Euclidean distances between each text block

and image are calculated and the text blocks are assigned to the closest image. In order

to discard text blocks that may refer to no images an adaptive statistical threshold is

used.

In the second approach, the Vector Space Model (VSM) [146] is used, representing text

blocks with feature vectors where each dimension corresponds to a different vocabulary

term found in the web page. If a term occurs in a certain text block, its value (i.e,

weight) in the vector is 1, while if it does not appear the weight is 0 (i.e, binary

weighting). Based on this formulation the weight vectors are clustered using the k-



76 Chapter 7. Extracting Keywords for Web Images

What is the Earth made of? [edit]

When a planet is made of rock, we call its surface the crust. Below the Earth's crust is

hot rock, some of which is molten. It is in a layer called the mantle. The hot molten

rock is what comes out of volcanoes. It's then called lava.

Under the mantle is the core of the Earth. We think it is made from solid iron and

nickel, surrounded by hot molten iron. The temperature there is very very hot!

The Earth's crust is very thin compared to the mantle and the core. But it is very thick

to us. Nobody has drilled all the way through it yet.

(a)

What is the Earth made of? [edit]

When a planet is made of rock….

Under the mantle is the core of the Earth….

The Earth's crust is very thin compared to the mantle ….

(b)

What is the Earth made of? [edit]

When a planet is made of rock….

Under the mantle is the core of the Earth….

The Earth's crust is very thin compared to the mantle ….

Image Region

Another’s Image Region

(c)

Figure 7.1: An example of estimating the image’s regions: (a) the input web page is
divided into constructing components, (b) These components are seperated into images
and text blocks, (c) The distances between every image/text block pair is calculated
and regions are estimated.



7.1. Proposed Method 77

means algorithm. The number of clusters is equal to the number of images found in

the web page, plus one, so that any text that refers to no image is discarded.

In [145], it was shown that when assigning textual blocks to web images, the k-means

clustering of the above described VSM representation of blocks leads to poor results,

compared to the naive approach of assigning text to the closest image according to the

spatial Euclidean distance, and discarding those that are not “close enough”, according

to some empirical threshold. This may result from the fact that when two neighboring

text blocks refer to the same image and contain similar semantic content, the web

page creator would select synonyms in order to express the same meaning. This action

reduces the occurrences of each vocabulary term in the weight vectors and results to

sparse weight vectors since the length of the vocabulary is not proportional to the

size of the each text block. It is important to reduce this sparsity of the vectors in

order to obtain good clustering of the blocks based on their semantic representation.

This may be achieved by merging words that share similar semantic concepts into new

vocabulary terms. The extracted vocabulary was therefore processed using WordNet

and the WordNet::Similarity module.

The processing that took place is illustrated in Fig. 7.2. As it is shown there, a

recursive method was employed in order to transform the vocabulary using semantic

information. The vocabulary was initially reduced to the terms that correspond only to

noun (or verb) synsets. The Swup [129] measure between every noun-to-noun (or verb-

to-verb) synset pair was then computed. The pairs that shared the highest semantic

similarity were considered candidates for the merging step. In order to decide which

candidate pair would be merged in each step of the recursion, the depth of each synset

in the WordNet taxonomy and their document frequency in the corpus was taken into

account as follows. Among the candidates those that shared the highest average depth

in WordNet hierarchy were kept. If more than one pairs shared the same average

depth, the pair that appeared more often in the corpus was merged. The process

of merging candidate pairs continued while the rank of the matrix comprising the

weight vectors (i.e the maximum number of linearly independent weight vectors) did
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Vocabulary Keep only

nouns/verbs

Compute

similarity matrices

Detect

Candidate Pairs

Combine

Winning Pair

Are there more

candidates?

yes

noReduced

Vocabulary

Figure 7.2: A part of the WordNet hierarchy.

not decrease. Although the reduction of the vocabulary size was critical in order to

eliminate the sparsity of the weight vectors, it was also important not to introduce

linear dependencies among them.

An example of the above described recursive method is shown in Tab. 7.1. The vocab-

ulary reduction is illustrated in a small fragment of the vocabulary as obtained using

the text blocks shown in Fig. 7.2. From the 15 nouns that appear in these four text

blocks, five representative samples were selected and form the weight vectors that are

shown in Tab. 7.1(a). In the same table, the terms’ depth in WordNet hierarchy and

their document frequency (df) are presented. The document frequency of each term is

calculated as the number of text blocks that contain this term, normalized to the total

number of text blocks in the corpus. The application of the Swup similarity measure

on these terms results to the matrix that is presented in Tab. 7.1(b). Among the three

term pairs that share the maximum similarity (i. e. candidate pairs: cp1 = {t2, t4},
cp2 = {t3, t4} and cp3 = {t4, t5}) and also the same average depth in the WordNet

hierarchy (d̃ = 7.5), the pair cp3 is the one that has the maximum average document

frequency (d̃f = 0.5) so it is merged, into the new vocabulary term t′4, as appears in

Tab. 7.1(c). The similarity value between this new term and the rest of the vocabulary

is given by:

Swup(t
′
4, ti) = min{Swup(t4, ti), Swup(t5, ti)} (7.1)

The k-means algorithm, applied on the weight vectors of the new dictionary, is used
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for the clustering of the text blocks into M regions. Since each text block may refer

to any image but it may also be irrelevant to every image, the number of clusters M

is equal to the total number of images found in the web page plus one for text blocks

irrelevant to every image. The clusters are initialized with text to image assignment

based on Euclidean distances.

Weight Vectors
Terms b1 b2 b3 b4 Depth Df

t1: earth 1 0 1 1 7 0.75
t2: surface 0 1 0 0 8 0.25
t3: crust 0 1 0 1 8 0.5
t4: layer 0 1 0 0 7 0.25

t5: mantle 0 1 1 1 8 0.75

(a) The weight vectors for the 4 text blocks.

Term t1 t2 t3 t4 t5
t1 1 0.77 0.71 0.76 0.77
t2 0.77 1 0.87 0.93 0.87
t3 0.71 0.87 1 0.93 0.87
t4 0.76 0.93 0.93 1 0.93
t5 0.77 0.87 0.87 0.93 1

(b) The similarity matrix.

Term t1 t2 t3 t′4
t1 1 0.77 0.71 0.76
t2 0.77 1 0.87 0.87
t3 0.71 0.87 1 0.87
t′4 0.76 0.87 0.87 1

(c) The similarity matrix after the
first iteration of dictionary reduc-
tion. The term t′4 corresponds to the
winning pair {t4, t5}.

Table 7.1: An example of the vocabulary reduction.

7.2 Evaluation

For the evaluation of the proposed method, a corpus that consists of 40 real world web

pages was created. The dataset which contains a total of 131 images was manually
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Table 7.2: The results of text block to image assignment using the original VSM
dictionary and its reduced version.

Method Precision Recall F-score
Original Vocabulary 0.3576 0.4528 0.4533
Reduced Vocabulary 0.7103 0.8705 0.7632

labeled by an annotator who was asked to assign to each image found in the web

pages, the text fragments that refer to it. The evaluation measures Precision, Recall

and F-score as described for a similar task in [126], were applied on the output of the

proposed system, giving the results that are presented in Tab. 7.2. As it is shown

there, the implemented vocabulary reduction offers an important improvement to the

clustering of the web page segments. The execution of the proposed algorithm yields

an average content F-score equal to 0.7632 for the total of the 131 annotated images,

when the vocabulary is reduced with the use of WordNet similarity measures. The

same metric is 0.4533 when the original vocabulary, as obtained using the VSM is

used.

The combination of web page segmentation, k-means clustering and natural language

processing is a solution for the problem of web image context extraction, which opposed

to many state-of-the-art methods on the field, does not depend on the layout of the

web page (since the DOM structure is not used). Furthermore, the use of WordNet

improves the k-means clustering results as expected, since semantic information should

not be omitted when it comes to web image context extraction. It is critical however,

for our future experimentation, to test more similarity measures, which are available

through the WordNet::Similarity project.

7.3 Conclusions and Remarks

This chapter presents a new framework for automatically extracting keywords for web

images using the surrounding html text. The Vision based page segmentation (VIPS)

algorithm was initially used for segmenting web page into images and text fragments.
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The text fragments are represented with semantic metrics and a k-means clustering

assigns them to the web image they refer to. The semantic representation of text frag-

ments was achieved using the WordNet project. Both VIPS algorithm1 and WordNet

project2 are free available software which can be used for research purposes.

1http://www.cad.zju.edu.cn/home/dengcai/VIPS/VIPS.html.
2http://wordnet.princeton.edu/.
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Low Level Feature Extraction
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Chapter 8

Low-Level Feature Extraction for

Automatic Image Annotation

Low-level feature extraction is the first crucial step either in content-based retrieval or

in the automatic image annotation. It aims at capturing the important characteristics

of the visual content of images. The low-level features are defined to be those basic

features that can be extracted automatically from an image without any information

about spatial relationships [147]. They can be broadly divided into two main types:

(a) Local or domain-specific features, and (b) Global or holistic features. Selection of

the most appropriate subset of features plays a significant role in effective classification

schemes as well as in visual modeling of keywords, which is a necessary step in learning-

based automatic image annotation methods. Feature extraction and selection can be

evaluated from three different perspectives: First, in terms of their ability to identify

relevant (appropriate) features, second in terms of the performance of the created

classifiers and third, in terms of the reduction of the number of features. The research

in feature extraction is rich and dozens of low-level feature types have been proposed.
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8.1 Local Features

Local features are image patterns that differ from their immediate neighborhood. They

are usually associated with a change of an image property or several properties simul-

taneously, although they are not necessarily localized exactly on this change. Image

properties commonly considered for local feature derivation are intensity, colour, and

texture. Local invariant features not only allow finding correspondences in spite of

large changes in viewing conditions, occlusions, and image clutter, but also yield an in-

teresting description of the image content. Ideal local features should be characterized

by repeatability, distinctiveness, locality, quantity, accuracy and efficiency [148]. Local

features were first introduced by Schiele and Crowely [149], and Schmid and Mohr [150]

and soon became very popular especially in machine learning frameworks.

The Scale Invariant Features Transform (SIFT) [151] and Histogram of Gradients

(HOG) [152] are two of the most successful local features categories considered for

a variety of tasks including object detection and object recognition. They are based

on histograms of gradient orientations weighted by gradient magnitudes. The two

methods differ slightly in the type of spatial bins that they use. The SIFT, proposed

by Lowe [151], transforms image data into scale-invariant coordinates relative to local

features and computes a set of features that are not affected by object scaling and

rotation. Key points are detected as the maxima of an image pyramid built using

difference-of-Gaussians. The multi-scale approach results in features that are detected

across different scales of images. For each detected keypoint, a 128 dimensional fea-

ture vector is computed describing the gradient orientations around the keypoint. The

strongest gradient orientation is selected as reference, thus giving rotation invariance

to SIFT features. On the other hand, HOG uses a more sophisticated way for bin-

ning. The image is divided into small connected regions and a histogram of gradient

directions or edge orientations within each region is compiled. For the implementation

of HOG, each pixel within the region casts a weighted vote for an orientation-based

histogram channel.
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Due to the large number of SIFT keypoints contained in an image, various approaches

have been used to reduce the dimensionality or prune the number of detected keypoints

before using them in learning based environments. Another difficulty in using the orig-

inal SIFT features in machine learning frameworks is that the number of keypoints and

consequently the dimensionality of input vector is image dependent. As a result they

cannot directly employed for creating and feeding models using a learning by a example

paradigm. The PCA-SIFT was proposed in [153] as a solution this problem. It utilizes

Principal Component Analysis (PCA) to normalized gradient patches to achieve fast

matching and invariance to image deformations. Mikolajczyk and Schmid [154] pre-

sented an extension of the SIFT descriptor, the significance of the Gradient Location

and Orientation Histogram (GLOH) which applies also the PCA on SIFT features for

dimensionality reduction. Instead of PCA, the Linear Discriminate Analysis (LDA)

has also been applied to create a low-dimensional representation of the SIFT descrip-

tors [155].

The effectiveness of SIFT and GLOH features led to several modifications that try to

combine their advantages. Recently, the Speeded Up Robust Features (SURF) descrip-

tor that approximates the SIFT and GLOH by using integral images to compute the

histograms bins has been proposed [156]. This method is computationally efficient with

respect to computing the descriptor values at every pixel and differs from SIFT’s spa-

tial weighting scheme. In particular, all gradients contribute equally to their respective

bins, which results in damaging artifacts when used for dense keypoints computation.

The Daisy descriptor [157], on the other hand, retains the robustness of SIFT and

GLOH and can be computed quickly at every single image pixel.

Other approaches, use clustering techniques to manage the thousands of local de-

scriptors produced by SIFT. Bag-Of-Features (BOF) methods represent an image as

orderless collection of local features [158], [159], [160]. Usually, the k-means cluster-

ing algorithm groups visual patches into clusters and creates a visual vocabulary. For

each image the number of occurrences of each word is counted to form a histogram

representation. Besides the advantages of the BOF representation, these methods have
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important descriptive limitation because they disregard the spatial information of the

local features. Lazebnik et al. [161] extended the BOF approach and proposed the

Spatial Pyramid Matching method which partitions the image into increasingly fine

sub-regions and computes histograms of local features found inside each sub-region to

retain the spatial information.

SIFT features were originally proposed for object detection and recognition tasks. In

these tasks a dedicated matching scheme is used to compare images or image regions.

In machine learning environments this is not the case. The SIFT feature vector feeds

the keyword visual models to produce an output indicating whether or not the cor-

responding keyword can be assigned to the image corresponding to this input vector.

This difference, along with the dimensionality reduction, which is applied to produce

SIFT based vectors of fixed dimensionality, lead to deteriorate performance in image

retrieval compared to other types of features, like the MPEG-7 descriptors [162].

8.2 Global or Holistic Features

Global features provide different information than local ones since they are extracted

from the entire image. Statistical properties such as histograms, moments, contour rep-

resentations, texture features and features derived from image transforms like Fourier,

Cosine and Wavelets can be considered as global features. Global features cannot sep-

arate foreground from background information; they combine information from both

parts together [148]. Therefore, they are considered as more appropriate than local fea-

tures in image indexing and retrieval. These features can be used when there is interest

for the overall composition of the image, rather than a foreground object. However, in

some cases, global features have been also applied for object recognition [163], [164].

The feature set in these approaches are obtained from the projections to the eigenspace

created by computing the prominent eigenvectors based on the Principal Component

Analysis of the image training sets.
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Recently, the Compact Composite Descriptors (CCDs) [165] which capture more than

one types of information at the same time in a very compact representation have

been used for image retrieval applications [166], [167]. The Fuzzy Color and Texture

Histogram (FCTH) [168] and the Color and Edge Directivity Descriptor (CEDD) [169]

are determined for natural color images and combine color and texture information

in a single histogram. The Brightness and Texture Directionality Histogram (BTDH)

descriptor [170] describes grayscale images and captures both brightness and texture

characteristics in a 1D histogram. Finally, the Spatial Color Distribution Descriptor

(SpCD) [171] combines color and spatial color distribution information and can be

used for artificial images. The performance of CCDs has been evaluated using several

databases and experimental results indicated high accuracy in image retrieval task

achieving, in some cases, better performance than other commonly used features for

image retrieval such as the MPEG-7 descriptors.

The MPEG-7 visual descriptors [82] use standardized description of image content

and they were especially designed for image retrieval in the content-based retrieval

Table 8.1: MPEG-7 visual descriptors.
Descriptor Type #Features
Color DC coefficient of DCT (Y channel) 1

DC coefficient of DCT (Cb channel) 1
DC coefficient of DCT (Cr channel) 1
AC coefficients of DCT (Y channel) 5
AC coefficients of DCT (Cb channel) 2
AC coefficients of DCT (Cr channel) 2

Dominant colors Varies
Scalable color 16

Structure 32
Texture Intensity average 1

Intensity standard deviation 1
Energy distribution 30

Deviation of energy’s distribution 30
Regularity 1
Direction 1 or 2

Scale 1 or 2
Edge histogram 80

Shape Region shape 35
Global curvature 2

Prototype curvature 2
Highest peak 1

Curvature peaks Varies
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paradigm. Their main property is the description of global image characteristics based

on color, texture or shape distribution, among others. A total of 22 different kinds of

features (known as descriptors) are included: nine for color, eight for texture and five

for shape. These feature types are shown in Tab. 8.1. The number of features, shown

in the third column of this table, in most cases is not fixed and depends on user choice.

The dominant color descriptor includes color value, percentage and variance and re-

quires especially designed metrics for similarity matching. Furthermore, the number of

features included in this descriptor is not known a priori since they are image depen-

dent (for example an image may be composed from a single color whereas others vary

in color distribution). The previously mentioned difficulties cannot be easily handled in

machine learning schemes and as a result the dominant color descriptor is rarely used

in keyword modeling and classification schemes. The region shape descriptor features

are computed only on specific image regions (and therefore they are not used in holistic

image description). The number of peaks values of the contour shape descriptor varies

depending on the form of an input object. Furthermore, they require a specifically

designed metric for similarity matching because they are computed based on the High-

estPeak value. The remaining of the MPEG-7 descriptors shown in Table 8.1 can be

easily employed in machine learning schemes and since they are especially designed for

image retrieval they are an obvious choice for keyword modeling.

Global features are a natural choice for image retrieval that is based on machine learn-

ing. Since they are extracted from the image as whole they are also appropriate for

creating visual models for keywords. This is because training data can be created by

defining the keywords that are related with the images used for training and there is no

need to define specific regions in these images (which is by far more tedious). However,

the choices of global features from which one can select is unlimited and in some cases

depend on the type of images. Despite the fact that the MPEG-7 descriptors were ini-

tially proposed for CBIR systems they perform excellent within the machine learning

paradigm used either in classification based keyword extraction or in keyword model-

ing. As a result they provide a good starting point in experimentation dealing with
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automatic image annotation and should be used as a benchmark test before adopting

different feature types.

8.3 Feature Fusion

Feature fusion is of primary importance in case where multiple features types are

used in training keyword models. Fusion can derive and gain the most effective and

least dimensional feature vectors that benefit final classification [172]. Usually for

each keyword group, various feature vectors are normalized and combined together

into a feature union-vector whose dimension is equal to the sum of the dimensions of

the individual low-level feature vectors. Dimensionality reduction methods are then

applied to extract the linear features from the integrated union vector and reduce

the dimensionality. Principle Component Analysis (PCA) and Linear Discriminant

Analysis (LDA) are two widely used approaches in this framework.

The PCA is a well-established technique for dimensionality reduction which converts

a number of correlated variables into several uncorrelated variables called principal

components. For a set of observed d -dimensional data vectors Xi, i ∈ {1, ..., N}, the

M principal components pj, j ∈ {1, ..., M} are given by the M eigenvectors with the

largest associated eigenvalues λj of the covariance matrix:

S =
1

N

∑
i

(Xi −X)(Xi −X)T (8.1)

where X is the data sample mean and Spj=λjpj. The M principal components of the

observed vector Xi are given by the vector:

ci = P T (Xi −X) (8.2)

where P={p1, p2, ..., pM}. The variables cj are uncorrelated because the covariance
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matrix S is diagonal with elements λj. Usually cross-validation is performed to estimate

the minimum number of features required to yield the highest classification accuracy.

However, the computational cost of cross-validating is prohibitive so other approaches

such as the maximum likelihood estimator (MLE) [173] are employed to estimate the

intrinsic dimensionality of the fused feature vector by PCA.

LDA follows a supervised method to map a set of observed d -dimensional data vectors

Xi, i ∈ {1, ..., N} to a transformed space using a function Y = wX. The w is given

by the maximum eigenvector of the S−1
w Sb where Sw is the average within-class scatter

matrix and Sb is the between-class covariance matrix of Xi.

The matrix w is determined such that the Fisher criterion of between-class scatter over

average within-class scatter is maximized [174]. The original Fisher criterion function

applied in the LDA is,

J =
wSbw

T

wSwwT
(8.3)

Obviously there are several fusion techniques that can be used to select the best feature

set for training visual models for keywords. However, both PCA and LDA are based

on a strong mathematical background and should investigate before examining alter-

natives. Nonlinear fusion methods, on the other hand, might be proved more efficient

in some cases.



Chapter 9

Evaluation of MPEG-7 Visual

Descriptors on Keyword Extraction

Much of the attention paid to automatic image annotation and CBIR systems is due to

the MPEG-7 visual content description interface, which provides a unified framework

for experimentation. Furthermore, the MPEG-7 experimentation model [175] provides

practical ways for the computation of the MPEG-7 descriptors.

The performance of the MPEG-7 visual descriptors in terms of image retrieval, however,

was not examined in detail. Although inclusion of these particular descriptors in the

MPEG-7 protocol stack was based on experimental evaluation, the results were not

published and the experiments cannot be recreated. Investigation of the performance

of color and texture descriptors was reported in [77] but the main discussion there was

devoted to the introduction of these descriptors to the research community rather than

to experimental evaluation. The same holds for the work of Bober [176], which deals

with the shape descriptors. A very interesting study on the MPEG-7 visual descriptors

was conducted by Eidenberger in [177]. The descriptors are evaluated using statistics

obtained by three different datasets including the one used during the MPEG-7 tests.

One of the aims of the study reported in this chapter, was to investigate experimentally

whether the conclusions made by Eidenberger are valid in a different dataset and by
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using a variety of classifiers. Spyrou in [178] investigates a variety of methods for fusing

the MPEG-7 visual descriptors for image classification. The idea is interesting but the

dataset used is small and the experiments cannot be recreated based on the description

given in the corresponding paper.

In this chapter we deal with the experimental evaluation of the performance of the

MPEG-7 descriptors [82] in terms of object classification. None of the works reported

in the previous paragraph deals with object classification. This is quite logical since the

MPEG-7 visual descriptors were defined primarily for image classification and not for

object detection and classification. Furthermore, manual annotation of image objects

through definition of the blob area is much harder than image annotation. In our study

we get advantage of the availability of a large dataset of manually annotated objects

created during the FP6 BOEMIE project1 to perform extended experiments. We have

used publicly available tools for the computation the MPEG-7 descriptors [175] and

the object model creation (the Weka tool [179] and the libSVM [180] library integrated

with Weka).

Object classification, on the other hand, can be related to keyword extraction in cases

were the identified objects are used as keywords. This consideration allows multiple

keywords to be extracted from a single image and, therefore, is a better choice than an

image classification scheme.

9.1 Dataset Creation and Object Modelling

For dataset creation 1952 images from the athletics domain were used. These images

were collected in the framework of the FP6 BOEMIE project and objects, correspond-

ing to humans and athletic instruments, were manually marked by humans creating

blobs. Example of such blobs overlayed on the original images are shown in Fig. 9.1. A

total of 7686 manually annotated object instances corresponding to eight different class

1The images were randomly selected from a large dataset collected in the framework of FP6
BOEMIE project.
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objects were used in our experiments. The eight object classes are: Person Body, Per-

son Face, Horizontal Bar, Pole, Pillar, Discus, Hammer and Javelin. The training set

contains 2597 instances while the remaining 5089 were used for test. The distribution

of the various object instances in the training and test sets is presented in Tab. 9.1.

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 9.1: Images from the athletic domain showing the detected objects (a)Person
Body, (b) Person Face, (c)Horizontal Bar, (d)Pillar, (e)Pole, (f)Hammer, (g)Discus,
(h)Javelin

Object models were created using Weka tool [179]. Among a variety of possible classi-

fiers we decided to use (1) libSVM [180], (2) Sequential Minimal Optimization (SMO)

[181], [182] and (3) Radial Basis Function networks [183]. The latter is a reason-

able choice when dealing with multidimensional and multiclustered data while libSVM

and SMO are state of the art implementations of Support Vector Machines. These

algorithms have been reported in several publications as the best performing machine

learning algorithms for a variety of classification tasks.

During training some parameters were optimized via experimentation in order to ob-

tain the best performing model for each descriptor. Cost, Gamma, and Epsilon were

optimally selected for the libSVM models. For SMO models we have experimented on

the complexity constant C and then based on the chosen kernel type, we try to get
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Table 9.1: Dataset
Objects Number of instances Training Set Test Set
Person Body 3180 1062 2118
Person Face 3209 1044 2165
Horizontal Bar 493 164 329
Pole 229 94 135
Pillar 138 51 87
Discus 132 49 83
Hammer 142 56 86
Javelin 163 77 86
Total 7686 2597 5089

the optimum values the exponent of the polynomial kernel or the Gamma for the RBF

kernel respectively. Finally, for the RBF models, the number of clusters and ridge were

tuned for each one of the MPEG-7 descriptors.

In addition to the construction of individual models for each MPEG-7 descriptor we also

trained models for several descriptor combinations using feature fusion. The parameter

optimization followed was the same as the one described earlier.

9.2 Experimental Results

We used the dataset and object modeling process described in the previous section to

examine the classification performance, of the eight object classes, in terms of precision

and recall values. Tab. 9.2 summarizes the results for the models of the individual

MPEG-7 descriptors while Tab. 9.3 shows the corresponding figures obtained using

descriptor combinations. The results shown in these tables can be examined under two

perspectives: First, in terms of the efficiency of the various descriptors as far as the

object classification task is concerned. Second, in terms of the ability of the machine

learning algorithms to create effective object class models for classification.

Concerning the classification efficiency of the individual MPEG-7 descriptors it is evi-

dent from Tab. 9.2 that the most reliable descriptor is Edge Histogram. Not only has

the ability to discriminate the whole range of the eight classes used but the precision
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and recall values obtained using this descriptor are quite good irrespectively of the

training algorithm used. This result is in full agreement with the conclusion drawn

by Eidenberger [177] who examines the efficiency of the MPEG-7 descriptors using

statistical analysis on different datasets. The second most reliable descriptor for object

classification is Color Structure. Although the precision and recall values obtained

for the classes with few training examples (that is, all classes but Person Body and

Person Face) are rather low this descriptor has the potential to discriminate multiple

classes irrespectively of the training algorithm used. The Contour Shape descriptor

is effective for classification of objects having a well defined shape such as Horizontal

Bar, Pole and Pillar. In contrary, it cannot be used for the classification of Discus and

Hammer. These two classes although in principle they must have a circular shape their

inaccurate segmentation, as created by the human annotators, make them appearing

extremely variable in shape. Furthermore, they have been easily confused with Person

Face as far as the shape is concerned. The most disappointing classification perfor-

mance is achieved by the Region Shape descriptor. Although it contains much more

features than the Contour Shape descriptor, it is only able to discriminate Person Body

and Person Face. These two classes have a high population of training samples and

are easily discriminated by all descriptors (with some variance mainly in the precision

values).

Combinations of MPEG-7 descriptors are shown in Tab. 9.3. There, it can be seen

that classification performance is increased through the use of feature based fusion for

the majority of descriptor combinations. However, improvement in recall and precision

values is not as significant as one might expect. This can be attributed to the variance

of the feature values among different descriptors.

The performance of the training algorithms is examined through the effectiveness of

the created models, the time required to train the models and the robustness to the

variation of learning parameters. The libSVM algorithm requires by far the lower

time and effort to create an effective model. This is true, however, if an RBF or a

polynomial kernel is used. In such a case learning takes no more than a few seconds for
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Table 9.2: Object classification results using the MPEG-7 visual descriptors and various
data classifiers

Classifier Descriptor Measure Object Class
Person
Body

Person
Face

Horizontal
Bar

Pole Pillar Discus Hammer Javelin

libSVM Color Layout Recall 0.818 0.876 0.152 0.252 0.241 0.060 0.151 0.163
(CL) Precision 0.772 0.796 0.370 0.301 0.236 0.208 0.342 0.219
Color Structure Recall 0.990 0.819 0.176 0.185 0.287 0.241 0.233 0.279
(CSt) Precision 0.750 0.921 0.527 0.439 0.556 0.465 0.588 0.308
Scalable Color Recall 0.817 0.847 0.313 0.400 0.333 0.145 0.314 0.070
(SC) Precision 0.813 0.895 0.256 0.214 0.240 0.333 0.375 0.222
Contour Shape Recall 0.901 0.899 0.565 0.311 0.379 0.000 0.081 0.349
(CS) Precision 0.875 0.848 0.699 0.609 0.317 0.000 0.636 0.201
Region Shape Recall 0.516 0.541 0.334 0.000 0.264 0.000 0.000 0.000
(RS) Precision 0.475 0.513 0.298 0.000 0.200 0.000 0.000 0.000
Edge Histogram Recall 0.986 0.870 0.818 0.615 0.529 0.349 0.209 0.651
(EH) Precision 0.864 0.931 0.906 0.669 0.767 0.744 0.720 0.549
Homogenous Texture Recall 0.968 0.762 0.252 0.104 0.460 0.325 0.291 0.093
(HT) Precision 0.783 0.824 0.653 0.304 0.444 0.297 0.379 0.170

SMO Color Layout Recall 0.906 0.866 0.195 0.200 0.184 0.012 0.093 0.198
(CL) Precision 0.758 0.830 0.547 0.391 0.333 0.200 0.500 0.370
Color Structure Recall 0.992 0.763 0.179 0.111 0.184 0.133 0.349 0.221
(CSt) Precision 0.720 0.931 0.476 0.283 0.410 0.500 0.612 0.171
Scalable Color Recall 0.996 0.306 0.000 0.000 0.000 0.000 0.012 0.000
(SC) Precision 0.482 0.934 0.000 0.000 0.000 0.000 1.000 0.000
Contour Shape Recall 0.903 0.892 0.714 0.289 0.506 0.000 0.000 0.081
(CS) Precision 0.868 0.840 0.685 0.639 0.270 0.000 0.000 0.467
Region Shape Recall 0.973 0.274 0.000 0.000 0.000 0.000 0.000 0.000
(RS) Precision 0.482 0.730 0.000 0.000 0.000 0.000 0.000 0.000
Edge Histogram Recall 0.981 0.876 0.828 0.556 0.586 0.325 0.244 0.698
(EH) Precision 0.874 0.928 0.906 0.688 0.680 0.692 0.636 0.546
Homogenous Texture Recall 0.943 0.635 0.256 0.091 0.325 0.102 0.232 0.000
(HT) Precision 0.738 0.741 0.606 0.320 0.331 0.215 0.220 0.000

RBF Network Color Layout Recall 0.830 0.869 0.228 0.296 0.230 0.121 0.140 0.256
(CL) Precision 0.797 0.825 0.346 0.342 0.198 0.227 0.200 0.339
Color Structure Recall 0.949 0.818 0.374 0.311 0.322 0.133 0.326 0.326
(CSt) Precision 0.842 0.915 0.547 0.269 0.235 0.220 0.467 0.181
Scalable Color Recall 0.282 0.881 0.167 0.052 0.172 0.000 0.000 0.000
(SC) Precision 0.615 0.527 0.200 0.119 0.119 0.000 0.000 0.000
Contour Shape Recall 0.914 0.883 0.559 0.311 0.379 0.000 0.058 0.302
(CS) Precision 0.870 0.854 0.669 0.618 0.260 0.000 0.556 0.193
Region Shape Recall 0.515 0.407 0.207 0.007 0.149 0.000 0.000 0.000
(RS) Precision 0.458 0.464 0.192 0.004 0.086 0.000 0.000 0.000
Edge Histogram Recall 0.985 0.785 0.520 0.637 0.482 0.361 0.670 0.581
(EH) Precision 0.798 0.909 0.945 0.601 0.646 0.411 0.697 0.471
Homogenous Texture Recall 0.953 0.695 0.204 0.074 0.402 0.157 0.244 0.000
(HT) Precision 0.743 0.765 0.632 0.312 0.321 0.245 0.212 0.000
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Table 9.3: Object classification results using selected combinations of the MPEG-7
visual descriptors and various data classifiers

Classifier Descriptors Combina-
tion

Measure Object Class

Person
Body

Person
Face

Horizontal
Bar

Pole Pillar Discus Hammer Javelin

libSVM SC and CS Recall 0.910 0.901 0.580 0.421 0.382 0.150 0.336 0.352
Precision 0.881 0.899 0.706 0.622 0.325 0.342 0.640 0.301

SC and EH Recall 0.991 0.882 0.825 0.631 0.542 0.361 0.329 0.662
Precision 0.872 0.945 0.916 0.681 0.786 0.766 0.736 0.561

CS and EH Recall 0.995 0.990 0.831 0.634 0.536 0.359 0.230 0.669
Precision 0.892 0.940 0.912 0.683 0.771 0.740 0.731 0.553

SC and CS and EH Recall 0.997 0.994 0.841 0.642 0.550 0.401 0.346 0.672
Precision 0.895 0.951 0.922 0.689 0.801 0.770 0.742 0.571

SMO SC and CS Recall 0.998 0.895 0.725 0.291 0.520 0.000 0.020 0.092
Precision 0.872 0.941 0.691 0.649 0.281 0.000 1.000 0.475

SC and EH Recall 0.999 0.881 0.835 0.568 0.589 0.331 0.251 0.703
Precision 0.875 0.942 0.910 0.691 0.689 0.699 1.000 0.559

CS and EH Recall 0.982 0.899 0.832 0.560 0.591 0.335 0.251 0.702
Precision 0.880 0.939 0.912 0.695 0.692 0.701 0.642 0.560

SC and CS and EH Recall 0.999 0.901 0.840 0.571 0.601 0.341 0.259 0.712
Precision 0.882 0.945 0.915 0.680 0.682 0.701 1.000 0.565

RBF Network SC and CS Recall 0.915 0.888 0.669 0.325 0.388 0.000 0.062 0.306
Precision 0.872 0.862 0.660 0.617 0.271 0.000 0.550 0.192

SC and EH Recall 0.988 0.895 0.529 0.652 0.488 0.370 0.679 0.592
Precision 0.802 0.909 0.952 0.601 0.652 0.412 0.709 0.469

CS and EH Recall 0.985 0.890 0.572 0.642 0.492 0.360 0.682 0.592
Precision 0.872 0.892 0.950 0.629 0.654 0.421 0.701 0.479

SC and CS and EH Recall 0.901 0.899 0.662 0.661 0.495 0.371 0.685 0.598
Precision 0.879 0.912 0.960 0.631 0.659 0.431 0.712 0.481

the majority of the descriptor models. Furthermore, the fluctuation in classification

performance during parameters’ tuning is significantly lower than that of the other

two training algorithms. The models created using libSVM are the ones that are

able to discriminate between multiple classes for all individual descriptors used. A

characteristic example is the model created for the Scalable Color descriptor. The

libSVM model for this descriptor can be used for the discrimination between the seven

of the eight object classes (Javelin class is an exception) while the corresponding SMO

and RBF network models are only able to discriminate between three classes at most.



Chapter 10

Spatial Histogram of Keypoints

Among a variety of feature extraction approaches, special attention has been given to

the SIFT algorithm which delivers good results for many applications. However, the

non fixed and huge dimensionality of the extracted SIFT feature vector cause certain

limitations when it is used in machine learning frameworks. In this chapter we tried

to overcome the problems of the dimensionality reduction as well the lack of the spa-

tial information of the Bag-Of-Features method by introducing the Spatial Histograms

of Keypoints (SHiK) algorithm. The Spatial Histogram of Keypoints (SHiK) keeps

the spatial information of localized keypoints, on an effort to overcome this limita-

tion. The proposed technique partitions the image into a fixed number of ordered

sub-regions based on the Hilbert space-filling curve and counts the localized keypoints

found inside each sub-region. The resulting spatial histogram is a compact and dis-

criminative low-level feature vector that shows significantly improved performance on

classification tasks. The proposed method achieves high accuracy on different datasets

and performs significantly better on scene datasets compared to the Spatial Pyramid

Matching method. Specifically, we utilized the Pyramid Histogram Of visual Words

(PHOW) scheme as presented in [184]. PHOW is based on spatial pyramid matching

and obtains better categorization performance than the original BoW.
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10.1 Scale Invariant Feature Transform

The Scale Invariant Feature Transform (SIFT) extract a keypoint descriptor that is

robustly invariant to general image transformations (rotation, translation and scale)

and partially invariant to affine distortion, illumination change and noise [151]. The

algorithm consists of 4 main steps: (a) Detection of scale-space extrema, (b) keypoint

localization, (c) orientation assignment, and (d) computation of keypoint descriptor.

10.1.1 Detection of Scale-Space Extrema

The first step of the algorithm focuses on the identification of the potential interest

points that are invariant to scale and orientation. The identification is accomplished

by detecting local extrema of Difference-of-Gaussian function at different scales. The

convolution of an input image I(x, y) with the variable-scale Gaussian, G(x, y, σ), gives

the scale space function, L(x, y, σ):

L(x, y, σ) = G(x, y, σ) ∗ I(x, y) (10.1)

Where,

G(x, y, σ) =
1

2πσ2
e−(x2+y2)/2σ2

(10.2)

The Difference-of-Gaussians, D(x, y, ), is calculated from the difference of two adjacent

scales separated by a constant multiplicative factor k:

D(x, y, σ) = L(x, y, kσ)− L(x, y, σ) (10.3)

For the detection of local extrema (maxima and minima) each sample point is compared

to its eight neighbors in the current image and the nine neighbors in the scale above
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and below. In case that the sample point is the larger or the smaller than all of them,

is identified as potential interest point.

10.1.2 Keypoint Localization

In the second step, the accurate localization of all potential interest points identified in

the previous step is occurred. The points comprising low contrast or corresponding to

responses along edges are rejected for selecting the more stable ones. In order to detect

the points with low contrast, the interpolated location is determined by utilizing the

Taylor expansion of the scale-space function, D(x, y, σ), shifted so that the origin is at

the sample point:

D(x) = D +
∂DT

∂x
x +

1

2
xT∂2D

∂x2
x (10.4)

Where D and its derivatives are computed at the candidate point and x = (x, y, σ)T is

the offset from this point. The location of the x̂ is calculated by equating the derivative

of the previous equation with respect to x to zero:

x̂ = −∂2D−1

∂x2

∂D

∂x
(10.5)

If the x̂ is larger than 0.5 in any direction then the current extremum lies closer to

another candidate sample point. In such a case, the sample point is changed and the

interpolation perfomed instead about that point. The final offset x̂ is added to the

location of its sample point to get the interpolated estimate for the location of the

extremum.

The detection of unstable extremas with low contrast is achieved by replacing the

location of the extremun, x̂, in the Taylor expansion:
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D(x̂) = D +
1

2

∂DT

∂x
x̂ (10.6)

Extremas having D(x̂) less than 0.03 are rejected.

The rejection of candidate points corresponding to responses along edges is based on

the assumption that a poorly defined peak in the DoG function has a large principle

curvature across the edge but a small one in the perpendicular direction. These points

are detected using the following formula:

Tr(H)2

Det(H)
<

(r + 1)2

r
(10.7)

Where the Tr(H) represents the sum and Det(H) the product of the eigenvalues from

the Hessian matrix H. H is computed at the location and scale of the keypoint:

H =




Dxx Dxy

Dxy Dyy


 (10.8)

Where derivatives are estimated by taking differences of neighboring sample points.

According to Lowe [151], the r value in eq. 10.7 was set equal to 10 and therefore key-

points having ratio between the principal curvatures greater than 10 were eliminated.

10.1.3 Orientation Assignment

In the third step, each keypoint is assigned an orientation based on local image prop-

erties. This step makes the final keypoint descriptor to be invariant to image rotation

since it can be represented relative to the assigned orientation. The gradient magnitude

and orientation are calculated using the following formulas:

m(x, y) =
√

(L(x + 1, y)− L(x− 1, y))2 + (L(x, y + 1)− L(x, y − 1))2 (10.9)
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θ(x, y) = tan−1((L(x, y + 1)− L(x, y − 1))/(L(x + 1, y)− L(x− 1, y))) (10.10)

Where L(x, y) is the Gaussian smoothed image sample at the scale of the keypoint.

For each keypoint, a 36-bin histogram that covers the whole range of orientations is

created using the gradient orientations of sample points that are around its region.

Each sample added to the histogram is weighted by its gradient magnitude and by a

Gaussian-weighted circular window with a σ that is 1.5 times that of the scale of the

keypoint. The highest peak in the histogram with any other local peak that is within

80% of the highest peak is used to create a keypoint with that orientation.

10.1.4 Keypoint Descriptor

After assigning the image location, scale and orientation, the keypoint descriptor is

created. The gradient magnitude and orientation at each image sample point in a

region (16x16 sample array) around the keypoint is calculated. Each sample point is

weighted by a Gaussian weighting function with equal to 0.5 of the descriptor window.

The samples are accumulated into 4x4 array of orientation histograms with 8 bins in

each. The feature vector dimensionality for each keypoint corresponds to 4x4x8 = 128.

10.2 Spatial Pyramid Matching Method

Spatial Pyramid Matching is a kernel-based method used by Lazebnik et al. [161] for

scene recognition. The method utilizes a modification of the pyramid match kernels

proposed by Grauman and Darrell [185]. The image is partitioned into increasingly

fine sub-regions and local features found inside each sub-region are accumulated into

the corresponding histogram. The pyramid matching is performed in two-dimensional
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image space and features vectors are quantized into M discrete types. Each m channel

represents the coordinates of the m-type features in the corresponding images and

consists of two vectors (Xm, Ym). Using the pyramid match kernel:

kL(X, Y ) =
1

2L
I0 +

L∑

l=1

1

2L−l+1
I l (10.11)

where l = 0, ..., L is the level of resolution for the grid and I is the histogram intersection

function. The final kernel is equal to the sum of the separate channel kernels:

KL(X, Y ) =
M∑

m=1

kL(Xm, Ym) (10.12)

Bosch et al. [184] generalized the spatial pyramid matching method from an image to

a region of interest (ROI) and classified images into object categories. They applied

spatial pyramid matching to both appearance and local shape. In case of appearance,

the SIFT descriptors were computed at points on a regular grid with spacing M=10

pixels. At each grid point the descriptors were computed over four 4 support patches

with different radii (i.e. radii=4, 8, 12, 16) and each point is represented by four

SIFT descriptors. Finally, the k-means algorihm quantized the feature vector into 300

visual words. The local shape was represented using the HOG features within an image

subregion quantized into K bins. Each bin indicated the accumulation of edges having

orientations within a certain angular range. Two shape descriptors were created for

orientations in the range [0 180] and [0 360] respectively. The histogram of the first

descriptor was discretized into K = 20 bins, while the histogram of the second one into

K = 40. The appearance and shape descriptors were combined with spatial layout of

the image and gave two representations: (a) the Pyramid Histogram Of Visual Words

(PHOW), and (b) the Pyramid HOG (PHOG) descriptors.
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10.3 Hilbert’s Space-Filling Curve

In the proposed method we utilized the natural idea of locality, which support that

points which are close together on the Euclidean distance space are grouped together in

the resulting ordering and applied the Hilbert curve to create the spatial histogram of

the keypoints. The use of space-filling curves is a widely used method for ordering data.

Such functions are continuous and self similar and tend to be good at preserving locality

points that are close together. Points that are close using the Euclidean distance in an

n-dimensional set tend to be close together in the linear ordering defined by the curve.

Jordan [186] defined a curve in one-dimension as a set of points (φ(t), ψ(t)), where φ and

ψ are continous functions on some closed interval (e.g. [0, 1]). The t can be considered

as the time and the curve as the path of a particle starting at (φ(0), ψ(0)) (i.e. t=0)

and ending at (φ(1), ψ(1)) (i.e. t=1). Peano [187] presented a curve whose range con-

tains the entire 2-dimensional unit square, known as space-filling curve. Hilbert [188]

presented a variation of the space-filling curve based on a geometric approach.

The Hilbert fractal curves have strong locality properties [189] and have extensively

used for spatial groupings of data in a variety of applications, including visual feature

extraction [190]. The way in which the Hilbert curve is drawn is shown in Fig. 10.1

where the first two steps of the process is illustrated for the 2-dimensional case. Let

I={z |0 6 z 6 1} denote the unit interval and S={(x,y) |0 6 x 6 1, 0 6 y 6 1} the

unit square. For each n integer, I is subdivided into 4n closed subintervals of length

4−n and S into 4n closed quadrants of side 2−n, respectively. The correspondence

between the subintervals and quadrants amounts to numbering the quadrants so that

the adjacency and nesting conditions are satisfied [191]:

Adjacency Condition Adjacent subintervals correspond to adjacent quadrants (with

an edge in common).

Nesting Condition If at the n-th partition, the subinterval Ink
corresponds to a

quadrant Snk
then at (n + 1)-st partition the 4 subintervals of Ink

must correspond to
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the 4 quadrants of Snk
.

For each n, the 4n subintervals are labeled in their natural order from left to right.

The centers of the quadrants are connected by consecutive straight lines in the manner

indicated in Fig. 10.1. The first quadrant is always in the left corner and the last in the

lower right one. The Hilbert space-filling curve starts at (0,0) at t=0 and ends at (1,0)

at t = 1. Since the first and last quadrants of each partition are determined, only one

enumeration of the quadrants can be achieved that satisfies the adjaceny and nesting

conditions.

Figure 10.1: Hilbert curves of order 1 and 2.

The way the sub-regions are ordered are very important because it preserves the spatial

relations between localized keypoints. This is an important improvement compared to

similar approaches (e.g. Lazebnik et al. [161]). Furthermore, the use of Hilbert curves

allows a multiresolution representation in case where space-filling curves of increasing

order n are combined together.
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10.4 Spatial Histogram of Keypoints (SHiK) Algo-

rithm

The proposed algorithm named Spatial Histogram of Keypoints (SHiK) utilizes the

same procedure as the SIFT algorithm to localize the keypoints and then computes

their spatial histogram based on the Hilbert fractal geometry.

The localization of the keypoints is achieved in the first two steps of the SIFT algorithm.

The first step searches for scale-space peaks over all scales and image locations in a

series of Difference of Gaussian (DoG). The local minima and maxima are detected

by comparing each sample point to its 26 neighbors in 3x3 regions at the current and

adjacent scales. In the second step, a detailed model is fit to determine location, scale

and ratio of principal curvatures at each candidate location. The keypoints are selected

based on measures of their stability by rejecting those having low contrast or being

poorly localized along an edge.

The spatial histogram of localized keypoints for a given image is calculated based on

their location in relation to Hilbert space-filling curve. A space-filling curve of order n

passes through 4n sub-regions and their center points comprises a set of points C={c1,

..., c4n}. The set of keypoints extracted by the SIFT approach is represented by

K={k1, ..., kN}. The ki indicates the i-th keypoint while the N denotes the total

number of keypoints. A keypoint ki is assigned to the center point cj if the distance

between them, dij satisfies the following criterion:

dij = arg min
16z04n

{diz} (10.13)

The distance (Euclidean distance) between the keypoint ki and center point cz is com-

puted using the formula:
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(a) (b) (c)

Figure 10.2: (a): Keypoints Localization for a given image. (b): Center points of the
sub-regions of a Hilbert space-filling curve of order n=4. (c) An example of the distance
calculation between the keypoint Ki and its four neighbor center points.

diz = [(kix − czx)
2) + (kiy − czy)

2]1/2 (10.14)

where ki : (kix , kiy) and cz : (czx , czy).

The spatial histogram H of the image contains 4n bins. The Hj bin is equal to the

number of keypoints that are closest to the cj center point. For our experiments we

utilized a Hilbert space-filling curve of n=4 which results in a histogram of 256 bins.

Comprising a multiresolution representation by utilizing various orders of Hilbert space-

filling curves is also possible and it has been examined in other studies. An example

of the algorithm is shown in Fig. 10.2.

10.5 Experiments

A series of experiments was conducted to evaluate the performance of the proposed

algorithm on three different datasets. The first dataset consists of 400 images from

the athletics domain [192] separated in 8 category classes, 50 images in each class.

The second dataset contains 13 scene categories [193] (8 categories were created from

Oliva and Torralba [194]) and each category has 210 to 410 images. Finally, the
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third dataset was created using 20 object categories from Caltech-101 [195] where each

category contains 59 to 800 images.

To overcome the multiclass classification problem and facilitate effective and efficient

learning, each category is treated as a separate binary classification case with the

support vector machine (SVM) training scheme. We have followed the one-against-rest

approach [196] and we have built a total number of N models, one for each category.

The feature vectors of each category class were split into two groups, called the training

(80%) and testing (20%) set. Each mode is trained and tested between one class and

the N-1 other classes. The training and testing set for each model contain the feature

vectors of the corresponding category class and the same number of randomly selected

feature vectors of the rest N-1 classes.

Tab. 10.1 summarizes the classification results for the three diverse datasets while

Tab. 10.2 compares the performance of SHiK and PHOW algorithms. Concerning the

first dataset, the experimental results indicate that SHiK features perform better than

PHOW. The classification accuracy obtained using these features is quite good achiev-

ing an average classification accuracy values in the range of 75%- 90%, with a total

average classification accuracy equal to 81.88%. The best classification performance

(90%) was occurred for “Discus” and “Triple Jump” categories. This may happens

because the content of the images belonging to these categories have a unique ob-

ject like the purpose of “Discus” or unique human posture as in “Triple Jump” which

presents also the best performance when using PHOW (80%). On the other hand,

“Hurdles” category presents the lowest performance for both SHiK (75%) and PHOW

(60%) features.

The behavior of the SHiK features on the second dataset is also noteworthy: With the

exception of the “Suburb” class, where a high performance is obtained, the classification

accuracy for the outdoor classes varies from 67.36% to 73.78% while the results for

indoor classes (“Bedroom”, “Kitchen”, “Living Room”, “Office”) are quite perfect and

higher than 80%. The performance of PHOW was disappointing on this dataset using
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Table 10.1: Classification results using SHiK and PHOW features.

Datasets Algorithms
SHiK PHOW

Rate F-Measure Rate F-Measure
(%) (%) (%) (%)

Athletics Discus 90.0 0.91 70.0 0.70
Hammer 85.0 0.82 70.0 0.67

High Jump 80.0 0.82 75.0 0.74
Hurdles 75.0 0.67 60.0 0.67
Javelin 75.0 0.78 70.0 0.67

Long Jump 80.0 0.82 80.0 0.80
Running 80.0 0.80 65.0 0.70

Triple Jump 90.0 0.91 80.0 0.80
Scenes Bedroom 99.63 0.92 53.13 0.52

Suburb 88.54 0.89 43.02 0.40
Kitchen 81.82 0.82 69.57 0.72

Living Room 89.13 0.89 63.04 0.64
Coast 67.36 0.73 44.44 0.47
Forest 68.73 0.74 38.64 0.36

Highway 72.12 0.77 53.85 0.60
Inside City 70.73 0.78 35.48 0.39
Mountain 72.0 0.76 49.33 0.48

Open Country 73.78 0.80 36.59 0.28
Street 70.09 0.71 37.61 0.39

Tall Building 71.83 0.76 50.35 0.44
Office 87.88 0.89 34.33 0.33

Caltech-101 Airplanes 98.25 0.98 95.65 0.96
Background 72.06 0.71 97.79 0.98

Bonsai 63.42 0.72 95.24 0.95
Brain 68.75 0.69 93.94 0.94

Buddha 72.73 0.73 86.97 0.80
Butterfly 84.62 0.86 96.30 0.97

Chandelier 66.67 0.71 91.67 0.91
Faces 99.43 0.99 96.55 0.97

Faces Easy 90.23 0.92 95.4 0.96
Ketch 77.42 0.84 93.75 0.95
Laptop 70.97 0.73 90.32 0.89

Leopards 96.25 0.96 93.75 0.96
Llama 73.91 0.79 95.65 0.95

Menorah 69.23 0.64 88.46 0.89
Scorpion 70.0 0.73 90.0 0.90

Soccer Ball 69.57 0.63 95.65 0.95
Umbrella 70.83 0.74 100.0 1.0
Watch 66.04 0.61 96.23 0.95

Wheelchair 76.19 0.80 95.45 0.67
Yin Yang 78.26 0.74 95.65 0.95



10.5. Experiments 111

Table 10.2: Performance comparison of SHiK and PHOW features.

Datasets Algorithms Interpretation
SHiK PHOW

Rate(%) F-measure TPR (%) FPR (%) Rate (%) F-measure TPR (%) FPR (%)
Athletics 81.88 0.82 0.84 0.2 71.25 0.72 0.73 0.27 s. (significant)
Scenes 77.28 0.80 0.70 0.07 46.87 0.46 0.45 0.49 s.

Caltech-101 76.74 0.78 0.82 0.28 94.22 0.92 0.87 0.002 s.

the proposed classification protocol. The overall classification accuracy is lower than

50% with the indoor classes having an important role in experimental results. The

three of the four indoor classes have the highest accuracy while the fourth one presents

the lowest (34.33%) among the others.

PHOW performs better than SHiK features on the Caltech-101 dataset where the

average classification varies from 86.97% to 100% on the twenty object classes. The

SHiK features can achieve quite good levels of accuracy for many categories while the

highest levels occur in the purpose of “Faces” (99.43%), “Faces Easy” (90.23%) and

“Airplanes” (98.25%) categories. The results are perfectly justified since the specific

categories contain solid objects covering the largest part of the image and this gives

adequate values to the spatial histogram bins, especially those represent areas around

image boundaries.

The t-test applied to assess whether there is enough empirical evidence to claim a dif-

ference between the SHiK and PHOW algorithm. The specific statistical test compares

the mean values of the two distributions to verify whether the hypothesis that there

is no difference between the two algorithms is rejected. Using the F-measure values of

each algorithms performance, the t-test at the 5% confidence level [143] was used to

test the significance of the differences in performance for each dataset separately. The

results showed that the proposed algorithm (SHiK) performed significantly better than

PHOW for two of the three datasets (Athletics, Scenes).
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10.6 Conclusions and Remarks

In this chapter we presented the SHiK algorithm which maintains the spatial informa-

tion of the SIFT keypoints and results in a feature vector with fixed and low dimen-

sionality. In this framework we assign the localized keypoints of SIFT algorithm to

the closest center point of the ordered sub-regions of the image obtained by applying

the Hilbert space-filling curve. The keypoints assignment results in a spatial histogram

with a number of bins equal to the number of sub-regions. The new feature vector

was tested in classifying images in three diverse datasets and showed very promising

results, especially in scene categorization. The first dataset consisted of 400 images

from the athletics domain separated in 8 categories. The second dataset contained 13

scene categories1. The third dataset contained images from 20 object categories from

Caltech1012. The SHiK algorithm is available to the research community for further

experiments3.

1http://vision.stanford.edu/resources links.html.
2http://www.vision.caltech.edu/Image Datasets/Caltech101/.
3http://cis.cut.ac.cy/∼z.theodosiou/shik.zip.
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Chapter 11

Machine Learning Techniques

Machine learning methods play an important role in automatic image annotation

schemes. Machine learning involves algorithms that build general hypotheses based

on supplied instances and then use them to make predictions about future instances

(known also as the “learning by example paradigm”). Classification algorithms are

based on the assumption that input data belong to one of several classes that may

be specified either by an analyst or automatically clustered. Many analysts combine

supervised and unsupervised classification processes to develop final output analysis

and classified maps.

Supervised image classification organizes instances into classes by analyzing the proper-

ties of the supplied image visual features where each instance is represented by the same

number of features. Training instances are split into training and test sets. Initially,

the characteristic properties of the visual features of the training instances are isolated

and class learning finds the description that is shared by all positives instances. The

resulting classifier is then used to assign class labels to the testing instances where the

values of the predictor features are known, but the value of the class label is unknown.

Several supervised methods based on probabilistic classifiers, rules, neural networks,

and statistical learning have been utilized for classifying images into class labels as well

as for keyword model creation.
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11.1 Supervised Learning

Probabilistic classifiers are derived from generative models and are product distri-

butions over the original attribute space or more involved spaces. Naive Bayes and

Bayesian networks are examples of probabilistic classifiers. These classifiers are based

on the posterior probability that an image is related to any particular concept, given

the observation of certain features from the image or a region. Given a set of images

and a set of classes, a variety of statistical models try to determine the posterior proba-

bility from the conditional probabilities and the priors. The most common model used

in classification schemes is the Naive Bayes which ignores possible dependencies, corre-

lations, among the inputs and reduces a multivariate problem to a group of univariate

problems [197].

Decision trees are logic-based learning algorithms that sort instances according to fea-

ture values based on the divide-and-conquer approach. They are developed by algo-

rithms that split the input set of visual features into branch-like segments (nodes). A

decision tree consists of internal decision nodes where a test function is applied and

the proper branch is taken based on the outcome. The process starts at the root node

and it is repeated until a leaf node is achieved. There is a unique path for data to

enter class that is defined by each leaf node and this path is used to classify unseen

data. A variety of decision trees methods have been used in classification tasks such

as CART [198], ID3 decision tree [199], its extension C4.5 [200] that has shown a good

balance between speed and error rate [201], and the newest Random Forest [202].

Although, decision trees offer a very fast processing and training phase comparing

to other machine learning approaches, suffer from the problem of overfitting to the

training data, resulting in some cases in excessively detailed trees and low predictive

power for previously unseen data (lack of generalization). Furthermore, decision trees

were designed for classification tasks: Every input entering the tree’s root is classified

to only one of its leafs. Assuming that the leafs correspond to keywords and the input

is a low-level vector extracted from an input image then this image is assigned at most
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one keyword during prediction. The keyword models, on the other hand, are based on

the one-against-all paradigm. For each keyword there is a dedicated predictor which

decides, based on the low-level feature vector it fed with, whether the corresponding

image must be assigned the particular keyword or not.

The rules created for each path from the root to a leaf in a decision tree can also be used

directly for classification. Rule based algorithms aim to construct the smallest rule-set

that is consistent with the training data. In comparison with decision trees, rule-based

learning evaluates the quality of the set of instances that is covered by the candidate

rule while the former evaluates the average quality of a number of disjoint sets [203].

However, rule-based learning faces problems with noisy data. More efficient learners

have been proposed such as the IPER (Incremental Reduced Error Pruning) [204] and

Ripper (Repeated Incremental Pruning to Produce Error Reduction) [205] to overcome

these drawbacks.

Assuming that every keyword is modeled with a rule, then rule-based learning is appro-

priate for creating visual models for keywords since it provides the required scalability.

That is, every time a new keyword must be modeled a new rule is constructed, based

on available training data, without affecting the existing keyword models (rules). Un-

fortunately, the case is not so simple. Rule based systems perform well in cases where

the dimensionality of input is limited. However, the low-level features that are used

to capture the visual content of an image or image region are inherently of high di-

mensionality. Thus, despite their scalability rule-based systems lack in performance

compared to other keyword modeling schemes.

Neural Networks (NNs) have incredible generalization and good learning ability for

classification tasks. NNs use the input data and train a network to learn a complex

mapping for classification. A NN is supplied by the input instances and actual outputs

and then compares the predicted class with the actual class and estimates the error

to modify the weights. There are numerous NNs based algorithms with significant

research interest in Radial Basis Function (RBF) networks [206] since in comparison
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with the multilayer perceptrons, the RBF trains faster and their hidden layer has easier

interpretation. Furthermore, in a comparative study on object classification [207] for

keyword extraction purposes, RBFs proved to be the more robust and with the highest

predicting performance among several state of the art NN classifiers.

An RBF network consists on an input layer, a hidden layer with a RBF activation

function and a linear output layer. Tuning the activation function to achieve the best

performance is a little bit tricky, quite arbitrary and dependent on the training data.

Thus, despite their significant abilities in prediction and generalization RBF networks

are not as popular as the statistical learning approaches discussed next.

Support Vector Machines (SVMs), a machine learning scheme which is based on sta-

tistical learning theory, is one of the most popular approaches to data modeling and

classification [208]. SVMs, with the aid of kernel mapping, transform input data into a

high dimensional feature space and try to find the hyperplane that separates positive

from negative samples. The kernel can be linear, polynomial, Gaussian, Radial Basis

Function (RBF), etc. The hyperplane is chosen such as it keeps the distance between

the nearest positive and negative examples as high as possible. The number of features

encountered in the training data does not affect the model complexity of an SVM, so

SVMs deal perfectly with learning tasks where the dimensionality of feature space is

large with respect to the number of training instances. Training a classifier using SVM

has less probability of losing important information because SVM constructs the opti-

mal hyperplane using dot products of the training feature vectors with the hyperplane.

Sequential Minimal Optimization (SMO) [181], [182] and LibSVM [180] are two of the

state of the art implementations of the SVMs with high classification performance.

As far as the creation of visual models from keywords is concerned, the SVMs have

many desirable properties. First, they are designed to deal with binary problems (they

make decisions on whether an input instance belongs or not to a particular class)

which provides the required scalability to train new keyword models independently of

the existing ones. Second, they deal effectively with the large dimensionality of the
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input space created by low-level feature vectors extracted from images. Finally, they do

not require so many training examples as other machine learning methods. As we have

already mentioned, in automatic image annotation the availability of training data is

a key issue. Therefore, methods that are conservative in this requirement are highly

preferable.

More sophisticated training frameworks utilized more than one classifier in order to

improve the classification performance. Usually several classifiers are created and their

outputs are combined under a combination rule to produce an overall output. The en-

semble obtains higher classication accuracy when there is a significant diversity among

the classifiers [209]. Several studies have been proposed for analyzing the diversity

measures for classifier ensembles [209], [210], [211]. The classifiers can be trained us-

ing different examples or different features of the same training set or even different

learning models trained by the same training examples. The combination rule is an

interesting issue in the research community. Among a variety of methods such as LSE-

based weighting and double-layer hierarchical combining [212], the majority vote can

be considered as the simplest one. In such a case, the votes received from the individual

classifiers are counted for each class. The class which receives the largest number of

votes is selected as the consensus decision [213].

Kim et al. presented the SVM ensemble in [212] in order to overcome the limitations

of the SVM on multi-class classification and large scale data. Each SVM classifier is

trained via the bagging (bootstrap aggregating) or boosting method. Bootstrapping

method builds a number of replicate training data sets by randomly re-sampling with

replacement the given training data. Therefore, each training example may appear in

any particular but not in all training datasets. Different SVM classifiers are created

independently using the training data sets and aggregated together under a combina-

tion rule. On the other hand, the creation of the training data sets using a boosting

algorithm (e.g. AdaBoost algorithm [214]) is quite different from bagging. In boosting,

the SVM networks are trained sequentially. Initially, all training example are assigned

to have the same value of weight. A number of training examples is selected to build a
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classifier which is then tested on the whole training set. The weight value of each exam-

ple is updated based on the classification results: the values of the incorrectly training

examples are increased while the values of the correctly classified are decreased. The

main idea is to select more frequently those samples that are hard for classification

that the others. The updated weights are then used to build the training data set for

the next classifier. The sampling procedure is repeated until the number of desired

SVM classifiers is built.

11.2 Co-Training

The creation of visual models requires an enormous number of manually annotated

data. Since the manual image annotation is a time-consuming and expensive task, the

co-training seems to be a good solution for the creation of visual models using a limited

number of training data. Co-training was first introduced by Blum and Mitchell [215]

to boost the performance of a learning algorithm using unlabeled data when only a

small set of labeled data is available. The algorithm can be applied to datasets that

have natural separation of their features into two disjoint sets. Two separate classifiers

are built, one for each feature set, and their predictions are combined to reduce the

classification error.

The method was initially tested on classifying web pages [215], where the two different

views consist of a bag of words, appearing on the web page, and on a bag of words,

underlined in all links pointing into the web page from other pages in the database. The

classifiers were trained using the naive Bayes algorithm. In [216], an object tracking

algorithm is presented using a co-training SVM framework. The algorithm was based

on color histograms and HOG features. Each feature set was used to train a support

vector machine and their outputs combined for the final classification result. Zhang

and Lee [217] applied co-training for Web image classification using both text and

image data. More recently, a new method based on co-training, named co-graph, was
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presented also for web image classification [218]. Three different views were used for

image representation including global, local and textual features and a separate graph

was constructed for each view.

Using the Probably Approximately Correct (PAC) learning theory [219], the algorithm

supports effective learning using both labeled and unlabeled data under two assump-

tions: (1) each set of features is sufficient for classification, and (2) the feature sets of

each example are conditionally independent given the class. Therefore, the co-training

algorithm requires two independent views X1, X2 (e.g. different feature sets) of the

data X. Each view should provide different complementary information and simulta-

neously should be by itself sufficient for correct classification. Although the use of two

independent views yields to fewer generalization errors [220], it might not be possible

in some cases.

The process of the co-training algorithm is illustrated in Fig. 11.1. Co-training is an

iterative process where the classifiers are incrementally built using the two feature sets.

Initially, each classifier is built using just few labeled data. At each round, the highest

confidence estimates on unlabeled data of each classifier are used to enlarge the training

set of the other. Each classifier is then rebuilt from the augmented labeled set.

X1 X2

Labeled 

Data

Classifier1 Classifier2 

Unlabeled 

Data

Figure 11.1: The co-training procedure.
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11.3 Confident Co-Training with Data Editing

Standard co-training and its variations measure the labeling confidence on unlabeled

examples implicitly. In [215], the confidence measurement is based on the posterior

probability of the classifiers outputs, while in [221] and [222] the cross-validation is

performed on the original labeled examples to compute the correct predictions. Zhou

and Li [223], proposed an algorithm which generates three classifiers from the original

labeled example set. These classifiers are then refined using unlabeled examples in the

tri-training process, where each unlabeled example is labeled for a classier if the other

two classiers agree on the labeling, under certain conditions.

Zhang and Zhou [224], proposed the Confident Co-Training with Data Editing (CoTrade)

algorithm which estimates explicitly the confidence on unlabeled examples using spe-

cific data editing techniques. A number of examples that predicted with high confidence

from one classifier are then passed to the other. In each co-training round, the algo-

rithm implements two steps consecutively. In the first step, a graph is constructed

over the labeled and unlabeled examples and the cut edge weight statistic [225] [226]

is utilized to evaluate the labeling confidence of each example. In the second step,

the training set is updated by optimizing the expected error rate with the aid of the

classification noise rate.

11.3.1 Data Editing

For a given labeled examples set, Z = {(zi, yi)|i = 1, 2, ..., Z}, where zi and yi indi-

cating the example and label respectively, an undirected neighborhood graph GZ is

constructed based on the k-nearest criterion. Each labeled example, (zi, yi), corre-

sponds to a vertex in GZ and is connected with a vertex (zj, yj) with an edge ij, if the

zj is among the k-nearest neighbors of zi or the zi is among the k-nearest neighbors of

zj. The edge ij is associated with a weight wij ∈ [0,1]:



11.3. Confident Co-Training with Data Editing 123

wij =
1

1 + d(zi, zj)
(11.1)

Where d(zi, zj) indicates the Euclidean distance between the example zi and zj.

The labeling confidence is calculated using the assumption that a correctly labeled

example should have the same label with its neighbors. Therefore, a cut edge is every

edge on the Gz whose vertices have different labels. The labeling confidence for the

example (zi, yi) is calculated based on the cut edge statistic, using the following formula:

Ji =
∑

zj∈Ci

wijIij (11.2)

Where Ci denotes the set of examples that are connected with zi in the GZ , and Iij

denotes the independent and identically distributed Bernoulli random variable which

is equal to 1 when label yi is not equal to label yj (edge cut). When the size of Ci is

sufficiently large, then according to the central limit theorem, Ji can be modeled by a

normal distribution N(0, 1). Based on the left unilateral p-value of Js
i with the respect

to N(0, 1), the labeling confidence of (zi, zj) is calculated:

CFZ(zi, zj) = 1− Φ(Js
i ) (11.3)

Where Φ(Js
i ) = 1√

2π

∫ Js
i

−∞ e−
t2

2
dt indicates the p-value of Js

i under standard normal

distribution.

11.3.2 Labeling Information Exchange

The CoTrade algorithm utilizes the learning from noisy examples [227] to handle the

labeling information exchange. According to learning from noisy examples, the number

of noisy examples m that are needed to create a classifier with low rate error satisfies
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the following inequality:

m ≥ 2

ε2(1− 2nb)n
ln(

2N

δ
) (11.4)

Where ε indicates the tolerance parameter, δ indicates the confidence parameter, and

nb denotes the upper bound on the noise rate. N denotes the size of finite hypothesis

space, H = {Hi|i = 1, 2, ..., N}, where each hypothesis Hi maps the input space to

the out space. The CoTrade algorithm identifies the optimal choice of unlabeled

examples for labeling information exchange that would give the smallest classification

error.



Chapter 12

Visual keyword Modelling: An

overall evaluation

This chapter presents an overall evaluation of the visual keyword modelling using sev-

eral low-level features and machine learning techniques.

12.1 Dataset Creation Used in Experimental Setup

Initially 500 images1 related to the athletics domain was used for our experiments.

The images were manually annotated by 15 users using a predefined vocabulary of

33 keywords [162]. Manual annotation was performed with the aid of the MuLVAT

annotation tool [228].

For the experiments eight representative keywords have been selected and for each

keyword, 50 images that were annotated with this keyword were chosen. Twelve dif-

ferent visual models were created for each keyword class by combining three different

feature types and four different machine learning algorithms. The keywords modeled

are: “Discus”, “Hammer”, “High Jump”, “Hurdles”, “Javelin”, “Long Jump”, “Run-

1The images were randomly selected from a large dataset collected in the framework of FP6
BOEMIE project.
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Table 12.1: Low-level feature extraction.

Vector # Features
HOG 225
SIFT 100

MPEG-7 186
SURF 64
SHiK 256

ning”, and “Triple Jump”. The performance and effectiveness of the created models

are evaluated utilizing the accuracy of correctly classified instances.

12.1.1 Feature Extraction

Five different low-level feature types, HOG, SIFT, MPEG-7, SURF and SHiK were

extracted from each image group and used to create the visual models. In the case of

HOG, the implementation proposed in [229] was used with the aid of 25 rectangular cells

and 9 bins histogram per cell. The 16 histograms with 9 bins were then concatenated

to make a 225-dimensional feature vector. In the case of SIFT, the large number of

extracted keypoints was quantized into a 100-dimensional feature vector using k-means

clustering. Regarding the MPEG-7, after an extensive experimentation on MPEG-7

descriptors (for details see also [207]) the Color Layout(CL), Color Structure (CS),

Edge Histogram (EH) and Homogenous Texture (HT) descriptors were chosen. The

combination of the selected descriptors creates a 186-dimensional feature vector. Re-

garding the SURF features, a 64-dimensional feature vector was created [156]. Finally,

a Hilbert space-filling curve of n=4 was utilized for SHiK feature extraction which re-

sults in a 256-dimensional vector. The dimensionalities of the extracted feature vectors

are presented in Tab. 12.1.
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12.1.2 Keywords Modelling

As already mentioned in the previous chapters, in order to ensure scalability and to

fulfill the multiple keyword assignment per image, keyword models should be developed

using the one-against-all training paradigm [196]. Thus, the creation of a visual model

for each keyword was treated as a binary classification problem. The feature vectors of

each keyword class were split into two groups: 80% were used for training models and

the remaining 20% for testing the performance of these models. Positive examples were

chosen from the corresponding keyword class while the negative ones were randomly

taken from the seven remaining classes.

For the learning process five different algorithms were used: decision trees (in particular

the Random Forest variation), induction rules (Ripper), Neural Networks (RBFNet-

work), Support Vector Machines (SMO) and statistical classifiers (Naive Bayes). Dur-

ing training some parameters were optimized via experimentation in order to obtain

the best performing model for each feature vector. The number of trees was optimally

selected for the Random Forest models. The minimal weights of instances within a

split and the number of rounds of optimization were examined for Ripper models. The

number of clusters and ridge were tuned for each one of the feature vectors for the

RBFNetwork. Finally, we experimented with the complexity constant and type of ker-

nel for the SMO. Since most statistical classifiers do not require model selection and are

estimated directly from the training data, Naive Bayes classifier was utilized without

any experimentation.

12.1.3 Experimental Results

Fig. 12.1, 12.2, 12.3, 12.4, 12.5 show the accuracy of correctly classified instances per

keyword class using the five different machine learning algorithms mentioned earlier.

The results shown in these figures can be examined under three perspectives: First, in

terms of the efficiency and effectiveness of the various learning algorithms in modelling
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Figure 12.1: Evaluation performance of visual models using Random Forest decision
tree.

Table 12.2: Average classification accuracy(%) values.
Classifier HOG SIFT MPEG-7 SURF SHiK Overall

Random Forest 71,875 69,375 73,125 63,125 74,375 70,375
Ripper 65,625 58,125 72,5 56,875 65 63,625

RBFNetwork 75 64,375 75,625 56,875 72,5 68,875
SMO 72,5 69,375 81,25 61,25 81,875 73,25

Naive Bayes 71,25 69,375 76,25 61,25 70 69,625

crowdsourced keywords, second, in terms of the appropriateness of the low-level features

to accurately describe the visual content of images in distinctive manner, and third, in

terms of the ability of the created models to classify the images into the corresponding

classes and assign to them the right keywords.

The performance of the learning algorithms is examined through the time required to

train the models (efficiency), the robustness to the variation of learning parameters

and the effectiveness of the created models to identify the correct keywords for unseen

input images.

The learning takes no more than a few seconds for the majority of the keyword models

for all the machine learning algorithms examined. Apart from Naive Bayes, the fluc-
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Figure 12.2: Evaluation performance of visual models using Ripper induction rule.
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Figure 12.3: Evaluation performance of visual models using RBFNetwork.
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Figure 12.4: Evaluation performance of visual models using SMO support vector ma-
chine.
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Figure 12.5: Evaluation performance of visual models using Naive Bayes.
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tuation in classification performance during parameters tuning is significantly lower in

Random Forest, Ripper and SMO than that of the RBFNetwork. This is something

expected. As already discussed, tuning the activation function layer in RBF networks

is a bit tricky and depends on the training data.

As far as the effectiveness is concerned, there is a significant difference on the perfor-

mance of the models created using the individual learners. It is evident from Tab. 12.2

that SMO is the most reliable learner with total average classification accuracy equal to

73,25%. The Random Forest, Naive Bayes and RBFNetwork, obtain nearly the same

average classification accuracy with the first performing better when fed with SHiK fea-

tures and second and third when fed with MPEG-7 features. Furthermore, the Random

Forest performs well for HOG, MPEG-7 and SIFT features and quite moderately for

SURF features. The Naive Bayes obtains good average classification scores for the rest

feature types (HOG, SIFT, SURF, SHiK). The RBFNetwork performs fairly well when

using HOG and SHiK features, quite moderately for SIFT type features and poor when

fed with SURF features. The Ripper inductive rule algorithm obtains the worst aver-

age classification accuracy score. The overall best classification accuracy occurs when

combining the SMO classifier with SHiK features while the worst performance occurs

when combining the Ripper and RBFNetwork with the SURF features. The majority,

if not all, of the above results are in agreement with previous studies. SVM based

algorithms perform well in learning tasks where the dimensionality of input space is

high with respect to the number of training examples. Rule-based classifiers, on the

other hand, face difficulties whenever the dimensionality of input space is high.

Concerning the effectiveness of the various low-level feature types, the experimental

results indicate that the MPEG-7 features perform better than the others. The classi-

fication accuracy obtained using MPEG-7 is better than the others independently of the

training algorithm used. The second more reliable low-level feature type for modeling

keywords is the SHiK. SHiK features when combined with the SMO classifier achieve an

average classification accuracy of 81,875% which is the highest among the others. HOG

features achieve quite high average classification accuracies with the highest occurring
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when used with RBFNetwork classifier (75%). The average scores for SIFT features

are very low but the worst performance is obtained by the SURF type features. It

only achieves maximum classification accuracy over 70% for specific keyword classes.

In particular, when combined with Random Forest decision tree it reaches an accuracy

score 80% for the “Javelin” keyword class (see also Fig. 12.1) while when combined

with SMO it reaches the score of 75% for “Discus” and “Hammer” keyword classes (see

also Fig. 12.4). Additionally, obtained high scores for “Discus” and “Javelin” keyword

classes equal to 80% and 75% respectively, when combined with Naive Bayes classifier.

It is interesting to note that the best performance of the SURF features is obtained for

keyword classes corresponding to objects with well-defined shape characteristics.

Once again, the results referring to the feature types are quite predictable. MPEG-

7 descriptors are especially designed features to accommodate content based image

retrieval. They were selected based on extended experimentation and comparative

studies with other feature types. SIFT features on the other hand, were primarily

defined for object detection and object modeling tasks. Furthermore, in an attempt to

fix the dimensionality of input space so as to be used in machine learning frameworks,

SIFT keypoints are grouped together using either histograms or clustering methods.

This grouping discards the information about the spatial distribution of keypoints

and deteriorates significantly their visual content description power. The high average

classification scores obtained by SHiK features indicates the effective contribution of

spatial information in image classification.

Nearly all models are able to assign the right keywords to unseen images. The overall

accuracy scores are in the range 50%-95%. The best scores are obtained for key-

word classes corresponding to objects with a well-defined shape such as “Discus” and

“Hammer”. In contrary, keyword classes corresponding to more abstract terms, such

as “Running” and “Triple Jump” achieve relatively poor scores in some cases. Thus,

keywords that are related with the actual content of the images can be more easily

modeled, and as a result, automatic annotation of input images with such keywords

is both feasible and realistic. On the other hand, modeling keyword classes which are
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not clearly related with the image content is by far more difficult. This is because

the content of images corresponding to these keywords has many similarities with the

content of images corresponding to other keywords.

12.2 Creating Visual Models Using Fusion of Low-

level Features

The fusion plays an important role when multiple features are used in classification

process and can derive and gain the most effective and least dimensional feature vectors

that benefit the final classification [172]. By fusing HOG, SIFT and MPEG-7 features,

different visual models were created for the 8 crowdsourced keywords described above.

For each keyword group, the several feature vectors are normalized and combined

together into the feature union-vector whose dimension is 511 equal to the sum of the

dimensions of the individual low-level feature vectors. PCA is applied to extract the

linear features from the integrated union vector and reduce the dimensionality.

The maximum likelihood estimator (MLE) [173] is employed to estimate the intrinsic

dimensionality of the fused feature vector by PCA. The fusion process is also applied on

the single vectors separately and a second fused feature vector is created by summing

the 3 resulted intrinsic dimensionalities. Tab. 12.3 summarizes the estimated intrinsic

dimensionalities for the feature vectors used in the experiments: (1) PCA 65, which

is created applying the PCA on the union-vector, and (2) PCA 133, which created

by summing the results extracted after applying the PCA separately on the 3 single

low-level feature vectors.

12.2.1 Experimental Results

Following the same keyword modelling process described above, different visual key-

word models were created using the two fused feature vectors. The average classifi-
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Table 12.3: Intrinsic dimensionality after applying PCA and MLE.

Vector Initial Dimensionality Intrinsic Dimensionality

HOG 225 60
SIFT 100 41

MPEG-7 186 32
PCA 65 511 65

(HOG + SIFT + MPEG-7)
PCA 133 - 133

(60 HOG + 41 SIFT + 32 MPEG-7)
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Figure 12.6: Evaluation performance of visual models using Random Forest decision
tree.

cation accuracy scores are concentrated in Fig. 12.6, 12.7, 12.8, 12.9, 12.10 while the

total average accuracy scores per classifier are presented in Tab. 12.4.

Concerning the fused feature vectors, Naive Bayes is the most reliable learner with

total average classification accuracy equal to 73,125% when combined with PCA-65 and

79,375% when combined with PCA-133. Its worth to mention that the average accuracy

score obtained for PCA-133 is the highest one among all visual models created either

using single or fused feature vectors. The SMO classifier also performs very well for

both feature vectors, obtaining average scores equal to 75% and 75,625% respectively.

The average scores obtained by RBFNetwork are quite good (70,625% - 71,25%) while
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Figure 12.7: Evaluation performance of visual models using Ripper induction rule.
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Figure 12.8: Evaluation performance of visual models using RBFNetwork.
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Figure 12.9: Evaluation performance of visual models using SMO support vector ma-
chine.
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Figure 12.10: Evaluation performance of visual models using Naive Bayes.
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Table 12.4: Average classification accuracy(%) values.
Classifier PCA-65 PCA-133 Overall

Random Forest 64,375 67,5 65,9375
Ripper 65 63,125 64,0625

RBFNetwork 71,25 70,625 70,9375
SMO 75,625 75 75,3125

Naive Bayes 73,125 79,375 76,25

the ones obtained by Random Forest and Ripper are quite moderate and lower than

70%. The worst performance occurs when combining the Ripper with the PCA-133

feature vector.

The experimental results indicate that the PCA-133 feature vector performs slightly

better than the PCA-65. The highest performance occurred when is combined with

Naive Bayes classifier and the lowest when combined with Ripper with average accuracy

scores in the range 63,125%-79,375%. In particular, when combined with Naive Bayes

it reaches an accuracy score of 100% for the “High Jump” and 90% for “Triple Jump”

keyword class (see also Fig. 12.6). Additionally, it reaches the score of 90% for “Discus”

keyword class when combined with RBFNetwork (see also Fig. 12.8), and for “Hammer”

keyword class when combined with SMO (see also Fig. 12.9). On the other hand, the

PCA-65 obtained very high accuracy for “Discus” keyword class when combined with

Naive Bayes and RBFNetwork classifiers with score values equal to 95% and 90%

respectively.

The obtained high classification accuracy indicates the ability of the created models to

successfully assign keywords to unseen images. The overall accuracy scores are in the

range 50%-100%. In contrast to the models created using the single feature vectors,

the models created using the fused vectors obtained high scores for keyword classes

corresponding to either objects with a well-defined shape or not. In particular, the

eight keyword classes can achieve very high classification scores in the range 80-100%.

The results are in full agreement with previous studies that prove the benefit feature

fusion when used in classification schemes.
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12.3 Creating Visual Models Using Co-Training

In order to overcome the limitations introduced by the small amount of labeled data

and boost the performance of the learners, a co-training algorithm was also used to

create visual models. In particular, the CoTrade [224] algorithm was utilized to create

visual models for the following crowdsourced keywords: “Discus”, “Hammer”, “High

Jump”, “Hurdles”, “Javelin”, “Pole Vault”, “Long Jump”, “Running”, and “Triple

Jump”.

12.3.1 Dataset Creation

A total number of 1040 images were used to create visual keywords models through

co-training. The dataset consists of the 500 images used for the creation of visual

models in the previous subsection, and of new 540 images that were collected and

annotated in the same manner. In particular the new images were annotated through

the TISAMUC portal2, where 10 users annotate the dataset using 28 different keywords.

Images annotated with the keywords, “Discus”, “Hammer”, “High Jump”, “Hurdles”,

“Javelin”, “Pole Vault”, “Long Jump”, “Running”, and “Triple Jump” were selected

to used for the experiments. A detailed description of the final dataset is presented in

Tab. 12.5.

12.3.2 Experiments

Two different views of the image dataset were created and used for the experimental

setup. HOG and SHiK features were extracted following the same process described in

the previous subsection. Thereby, each image was represented by two feature vectors

of 225 and 256- dimensionality respectively. The visual model for each one of the nine

keywords was treated as a binary classification problem following the one-against-all

2http://cis.cut.ac.cy/tisamuc/.
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Table 12.5: The image dataset used for the creation of visual models through co-
training.

A/A Keyword Class # of images

1 Discus 149
2 Hammer 153
3 High Jump 158
4 Hurdles 50
5 Javelin 153
6 Long Jump 50
7 Running 50
8 Triple Jump 163
9 Pole Vault 114

Total 1040

training paradigm [196]. For each keyword, two classifiers were trained separately for

each view using the Naive Bayes algorithm. For each view, 260 (25%) of the 1040

images were randomly selected as a test data. From the remaining 780 images, 1

positive and 3 negative examples were randomly selected to generate the labeled data.

The remaining 776 images were used as unlabeled data for the co-training scheme.

Using the labeled and unlabeled sets, the visual models were created through the

CoTrade [224] algorithm. The process of model creation stopped when no more

examples from the unlabelled data were available or when 50 training rounds were

reached. Finally, the test set was used to evaluate the performance of the created

models and the results are presented in Tab. 12.6.

Table 12.6: Evaluation performance of visual models using co-training.

Keyword Accuracy (%)

Discus 0,873
Hammer 0,869

High Jump 0,865
Hurdles 0,958
Javelin 0,869

Long Jump 0,958
Running 0,958

Triple Jump 0,862
Pole Vault 0,904
Average 0,902
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The models created through co-training are able to assign the right keywords to unseen

images with high accuracy. The overall accuracy scores are in the range 0,862%-0,958%.

The highest classification accuracy was obtained for keyword classes “Hurdles”, “Long

Jump” and “Running” and the lowest for “Triple Jump”. The classification accuracy

scores achieved by the current models are higher in comparison to the models created

using single or fused feature vectors. The results verify the successful performance of

co-training on classification tasks when only few labeled data are available [215] [218],

and lead to the conclusion that a co-training algorithm can lead to accurate visual

models.

12.4 Conclusions and Remarks

This chapter presents an overall evaluation of the idea of addressing the problem of

automatic image annotation by creating visual models via low level features. In this

framework, keyword models were created using several low level features and machine

learning techniques. In particular, MPEG-7, SIFT, SURF, HOG and SHiK features

were utilized to create visual models. HOG features were extracted using the algorithm

developed by the Oswaldo Ludwig3. The extraction of SIFT features was achieved

using the free software developed by Andrea Vedaldi4. The extraction of MPEG-7

features was based on a developed software using the MPEG-7 experimentation model5.

SURF features were extracted using the free software developed by Chris Evans6. The

SHiK features were extracted using the algorithm presented in Chapter 107. For the

comparison of the various machine learning techniques that have been utilized for the

models creation, we have utilized the Weka open source software8. Finally, for the

creation of visual models using the CoTrade algorithm, the free software provided by

3http://www.mathworks.com/matlabcentral/fileexchange/28689-hog-descriptor-for-matlab.
4http://www.robots.ox.ac.uk/ vedaldi/code/sift.html
5http://cis.cut.ac.cy/∼z.theodosiou/mpeg7.zip
6http://www.chrisevansdev.com/
7http://cis.cut.ac.cy/ z.theodosiou/shik.zip.
8http://www.cs.waikato.ac.nz/ml/weka/.
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the authors9 was utilized.

9http://cse.seu.edu.cn/people/zhangml/Resources.htm.



Chapter 13

Conclusions and Future Work

This chapter summarizes the main conclusions of the current thesis and gives some

future research directions.

13.1 Summary and Conclusions

The enormous increase of the available digital images generated the need of automatic

image annotation to help search engines to better retrieve desired images in response to

text queries. Since manual annotation is a difficult and costly task, significant interest

has been generated in relating high-level human interpretations with low-level visual

features. This thesis concentrates on image retrieval under the perspective of modelling

keywords using low-level features. In this framework, several studies related to dataset

creation, low-level feature extraction and modelling techniques have been conducted

along with the basic conceptualization of modelling keywords with low level features,

which is the contribution of this thesis to image retrieval field. Visual modelling of

keywords allows for automatic and is scalable since a separate model is created for

each available keyword. The proposed scheme settles the limitations of previous studies

on automatic image annotation such as the restricted scalability and the inability of

assigning more than one keyword to each image. A more detailed description of the

142
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conducted work is follows.

In chapter 2 we have presented and discussed the basic theory and formulized the

problem of automatic image annotation. First, the framework of image retrieval is

outlined and then the basic steps are studied. In particular, the content-based image

retrieval, the text-based image retrieval focusing mainly on web-based approaches, the

task of image annotation and automatic image annotation methods are examined. The

drawbacks of the existing approaches are extracted and led to the conclusion that a

proper image annotation may contain more than one keyword that is relevant to the

image content, so a reclassification process is required in this case, as well as whenever

a new keyword class is added to the classification scheme.

The idea of creating separate visual models for all keyword classes adds a significant

value in automatic image annotation. More than one keyword can be assigned to the

input image and new keyword classes can be added into annotation scheme without

reclassification. The idea of modelling keywords via low level features as an attempt

to overcome the limitations of the existing automatic image annotation methods is

detailed in chapter 3. The key issues of the proposed idea, as well as the directions

which the current thesis followed to overcome them are also outlined in the same

chapter.

Availability of training data is a basic prerequisite for creating accurate visual models

for keywords. Training examples that are used for creating visual models for keywords

are pairs of images and keywords and their collection incurs various issues like the

large amount of manual effort and time required in developing the training data, the

differences in interpretation of image contents, and the inconsistency of the keyword

assignments among different annotators. An exhausting review on alternative meth-

ods for creating training data using the least manual effort is presented in chapter

4. Acquiring annotations through crowdsourcing or extracting keywords from the sur-

rounding text in the purpose of web images seem to be attractive solutions to the

problem of collecting manual annotations.
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The image annotation is a social cognitive process and may vary among people based

on their socio-demographic characteristics. Since, the raw image data can not readily

transferred to high-level semantics, image annotation is dependent on both humans and

image content. Chapter 5 presents a study which focuses on interpretation differences

appeared in image annotation and examines whether these differences are related to

the demographic factors such as age and gender. In other words, this study examines

how the people of different age and gender interpret the meaning of an image and how

they describe its content by assigning vocabulary and free keywords. The vocabulary

keywords were categorized into five main topic categories, while the given free keywords

were categorized into the cognitive categories of nouns using the Prototype Theory.

The study also aimed at looking at the gender and age differences in inter-annotator

agreement using the vocabulary keywords. The results of this study reveal that there

are age differences in the way that people annotate images using both vocabulary and

free keywords. The gender gap is smaller than the initial assumptions with significant

difference only in the way that women use vocabulary keywords related to the “Feeling”

category. Concerning the inter-annotator agreement, there is an adequate agreement

among the gender and age groups with the highest agreement occurred in the use of

“Location” category.

Chapter 6 presents an experimental framework to investigate how various factors like

the content, lexicon and annotation method affect the crowdsourcing-wise annotations.

The experimental setup was based on image dataset which was annotated by several

annotators using vocabulary, hierarchical vocabulary and free keywords. The experi-

mental results show that the hierarchical vocabulary keywords lead to more consistent

annotation with normalized difference between abstract and specific images. Although

the hierarchical structure reduces the inter-annotator agreement on keyword basis, it

gives high accuracy agreement between expert and non-experts. The frequent use of

free keywords implies first the inability of non-expert annotators to fully understand

the meaning of vocabulary keywords and, second the inability of the selected vocab-

ulary keywords to cover the content of the image dataset. However, the mixture of
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the three different annotations approaches can achieve competitive results. The re-

sults obtained in these experiments are quite promising and show that researchers can

outsource image annotation to an Internet crowd or use tags created through social

platforms without compromising the quality of the results and at the same time achieve

wider participant diversity. The valuable set of annotated images can lead to effective

information retrieval related to several research purposes in the field of crowdsourcing

annotation and image retrieval. Furthermore, the findings can lead to better under-

standing of the factors that may affect the quality of the annotations coming from the

social media platforms.

Chapter 7 presents a new web image indexing framework. In the proposed method,

the whole text that is found in the web page is used as a source to extract content

information for the web images that exist in the same web document. The structural

text blocks of the web page are extracted and assigned to images after their semantic

representation which is achieved using language models. This semantic representation

ensures that the text blocks assigned to a single are semantically uniform; in other words

they share similar content. The experimental results are encouraging and indicate that

automatic web image indexing can be used for collecting training data.

Low-level feature extraction is the first crucial step in the keyword modeling pro-

cess aiming at capturing the important characteristics of the visual content of images.

Chapter 8 presents and discusses several algorithms for low-level feature extraction.

The research in this domain is rich and several methods have been proposed. Al-

though both local and global feature sets are used for image retrieval purposes, global

features are a natural choice for image retrieval that is based on machine learning.

Since they are extracted from the image as whole they are also appropriate for cre-

ating visual models for keywords. MPEG-7 descriptors perform excellent within the

machine learning paradigm used either in classification based keyword extraction or in

keyword modeling. Chapter 9 evaluates the performance of the MPEG-7 descriptors

in keyword extraction. Experimental results show that there is a significant variation

on the performance of various descriptors and combination of descriptors increase the
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classification performance.

SIFT features appear to be a state-of-art reliable feature representation sufficiently used

in object recognition and image retrieval. However, the non-fixed and huge dimension-

ality of the extracted SIFT feature vector cause certain limitations when it is used in

machine learning frameworks. An attempt was made to overcome the limitations of the

SIFT feature vector when it is used in image classification tasks. Chapter 10 presents a

new feature extraction algorithm, the Spatial Histogram of Keypoints, which maintains

the spatial information of the SIFT keypoints and results in a feature vector with fixed

and low dimensionality. The algorithm localizes the keypoints by utilizing the first two

steps of the SIFT algorithm and then partitions the image into ordered sub-regions

based on the Hilbert geometry. The proposed method, it has shown very promising

results on three diverse datasets. The algorithm was also compared with one of the

most reliable feature extraction methods which also maintains the spatial information,

the Spatial Pyramid Matching method, and shows significantly better performance in

scenes datasets. The algorithm performs better in scene rather than object recogni-

tion but it has to be further examined such as the majority of images coming from

object datasets, contain accumulated spatial information in the center and scattered

information on the borders.

The final step for the creation of visual models is the use of appropriate learning method

for organizing instances into classes by analyzing the properties of the supplied image

visual features. Chapter 11 explores several supervised methods that have been utilized

for classifying images into class labels as well as for keyword model creation, and chapter

12 presents an overall evaluation of the idea of creating visual models. In this manner,

different features and machine learning algorithms were compared in creating visual

models for crowdsourcing originated keywords.

Different keywords within the athletic domain were modeled using various low-level

features and data classifiers. Visual models were created using single and fused feature

vectors. Concerning the single feature vectors, nearly all created models can classify the
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images into the keyword classes with medium to high classification accuracy. The best

scores are obtained for keyword classes corresponding to objects with a well-defined

shape. Although there is a significant variation on the efficiency of the various classifiers

with the SMO having the highest performance, a great improvement can achieved when

the SHiK features are used. The high average classification scores obtained by SHiK

features indicate the effective contribution of spatial information in image classification.

In contrast to the models created using the single feature vectors, the models created

using the fused vectors obtained high scores for keyword classes corresponding to either

objects with a well-defined or not.

A co-training algorithm was also used to create visual models in an effort to boost

the performance of the classifiers when a small amount of training data is available.

Visual models for several keywords within the athletics domain were created using two

different feature sets as the two different views of the dataset. The models created

through co-training are able to assign the right keywords to unseen images with high

accuracy. The classification accuracy scores achieved by the current models are higher

in comparison to the models created using single or fused feature vectors. The findings

of this chapter can serve as a guide for researchers who want to experiment with

automatic keyword assignment to digital images.

13.2 Future Work

This thesis explores the image retrieval under the perspective of modeling keywords

using low-level features. Different aspects of this area are explored and new ideas

and techniques are proposed. This chapter highlights some avenues for possible future

research based on the findings of this study.
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13.2.1 Dataset Creation

The crowdsourcing seems to be an attractive solution for collecting annotations in a

cheaply and quickly manner. In the framework of this work, a new web platform was

created for collecting crowdsourcing-wise annotations using vocabulary, hierarchical

lexicon and free keywords. Although, the experimental results indicate that the quality

of such annotations is quite satisfactory some future work could definitely explore

further this framework. Questions about the interface of the annotation platform

as well as the annotation task can be given to the users in order to evaluate and

improve the method. The frequent use of free keywords indicates the inability of

non-experts users to describe image content with vocabulary or hierarchical keywords.

The enhancement of the predefined keywords with the free keywords that suggested

frequently by annotators, improves the overall annotation quality. Additionally, the

annotation platform can be expanded to store more information during the annotation

process like the date and time when a keyword is suggested for a specific image. The

new data can lead to further measures for annotators consistency since the keywords

suggested first may have more liabilities to be relevant to the image content unlike the

keywords suggested later.

The annotation quality can further be improved if some problems derived from crowd-

sourcing are addressed. Since the annotations are collected without supervision, the

quality should be ensured through diverse methods by filtering those annotations given

randomly or by a mistake. Furthermore, the motivation plays significant role in crowd-

sourcing schemes and an investigation of how the people can be motivated to work for

the annotation task (money or other incentives), could definitely add further improve-

ments into the whole procedure.
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13.2.2 Image Interpretation

The subjectivity on image interpretation by humans deserves also more study. Start-

ing by the interpretative system proposed by Panofsky [3] for subject matter in visual

art, several studies have been conducted to investigate the diversity in extracting the

meaning of visual data. More recent studies state that the main social and cultural

changes in the world influence the meaning that people give to images [10], and empha-

size the dynamic relation between words and images which is linked to wider social and

cultural issues [9]. The experiments conducted in the framework of the current the-

sis indicate the significant age differences and negligible gender differences in manual

image annotation. The study in gender and age gaps in image annotation along with

the image search will also may lead to more important insights. The effects of more

demographics variables like education, job, sexuality, religion and ethnicity, should also

be examined on the way that people annotate images. Furthermore, a study on how

people annotate images related to different domains can generalize the whole process.

Research interest also exists on what exactly set an image to have a specific or abstract

meaning by humans. In this manner, a new algorithm can be developed using manually

created training examples aiming to classify automatically an unseen image into one of

these two categories. Such a method will definitely have a wide range of applications

in different domains related to visual content and make the process of selecting the

suitable visual data simpler.

13.2.3 Low-level Feature extraction

The extraction of low-level feature is an essential step in several applications in the

domain of image processing and computer vision. The SHiK algorithm is proposed to

overcome the limitations derived from the high and non-fixed dimensionality of SIFT

features when used in machine learning frameworks. The experimental results indicate

the importance of the spatial information preserved by utilizing the Hilbert Fractal



150 Chapter 13. Conclusions and Future Work

which improves significantly the visual content description power. In this manner,

different ways for concentrating the localized keypoints with the related spatial in-

formation can also be examined in order to ensure the repeatability, distinctiveness,

locality, quantity, accuracy and efficiency of the new local features. Furthermore, the

orientation information extracted by SIFT features can also be kept by the new features

without extending or mislaying the fixed and low-dimensionality of the SHiK feature

vector.

In addition, the algorithm could also to be examined in larger and different datasets

as well as with different classification schemes and matching approaches. The very

promising results of SHiK algorithm when used on face datasets encourages for further

study and experimentation on face recognition and verification. Finally, the use of

Hilbert curves allows a multiresolution representation in case where space-filling curves

of increasing order are combined together. Thereby, the development of multiresolution

SHiK algorithm can also be a future task.

13.2.4 Visual models creation using machine learning tech-

niques

The accurate creation of visual models requires further experimentation of additional

training algorithms and other classifications schemes. In addition, the efficiency of more

low-level features in creation of visual models could be investigated. The performance

of created visual models using various feature vectors and machine learning techniques

varies based on: (a) the visual content of the image, (b) the visual content description

power of the low-level features, and (c) on the discriminative ability of the machine

learning technique. Keeping this in mind, an ensemble of several classifiers appears to

be a good solution for obtaining high accuracy for all available keywords. Furthermore,

the high accuracy values occurred when the co-training algorithm was applied generates

a special need to investigate in-depth the performance as of co-training in creating

visual models for keywords created through crowdsourcing. Special attention should
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be given on the maintenance of a large disagreement between the base learners and on

the accurate measurement of the labeling confidence on the unlabelled examples.

13.2.5 Modelling keywords via low level features

The enormous amount of available images which do not appear in web-pages or they

are not manually annotated, creates the need for efficient and effective automatic image

annotation. Although idea of automatic image annotation by keywords modelling is

very promising, there is a long way to go before this method can be utilized to solve the

problem of automatic image annotation. Undoubtedly, a further evaluation on larger

and different datasets is essential to the generalization of the proposed idea in the field.

Experimental results showed that the accuracy of the proposed idea depends largely

on image content. Therefore, the widest range of different datasets used, the better

conclusions can be achieved.

Future perspectives also involve the experimentation of the proposed framework in an-

notating different types of multimedia, such as video and 3D images. The number of

available video clips has been steadily growing with the advent of social media and

self-broadcasting online services like YouTube. As a result, intelligent automated an-

notation tools are essential for accurate searching, indexing and retrieval purposes. By

segmenting video into shots and determining the keyframes for each shot, the proposed

framework for automatic image annotation can be applied without any modification.

On the other hand, 3D images are increasingly used for a wide range of tasks in

computer vision (ex. 3D cinema, television, gaming, mobile video, modeling tools,

etc.). The 3D image retrieval has become a hot topic of interest and special attention

given to text-based retrieval methods. A variety of automatic and semi-automatic

3D image annotation methods has been proposed. Thus, the experimentation of the

proposed framework on 3D image datasets is definitely of utmost importance.
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