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Abstract 

The modeling of large-scale reinforced concrete (RC) structures through 3D detailed modeling 

is not feasible due to the excessive computational demand that is required during different 

phases of the analysis. Especially when the overall objective is to perform nonlinear dynamic 

analysis of RC structures that also take into account the soil-structure interaction effect by 

discretizing the soil domain with hexahedral elements. These large-scale models have a signif-

icant computational demand when analysed, where the use of high-performance computing and 

parallel solution algorithms is currently the only solution in achieving reasonable computa-

tional times. One of the computationally demanding processes during this type of analysis, is 

the embedded rebar mesh generation, where millions of elements have to be created. This re-

search work proposes a new load distribution algorithm that optimizes the numerical response 

of a previous parallel embedded rebar mesh generation algorithm incorporated in Reconan 

FEA. After the implementation of the proposed parallel algorithm, it was found that the com-

putational time was decreased by an average of 57.48% compared to the performance of the 

old parallel algorithm. 
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1 INTRODUCTION 

The finite element (FE) method is widely used to solve and optimize any type of engineering 

problem. Computationally demanding and complex engineering problems composed of several 

thousand degrees of freedom are not uncommon anymore, especially when performing assess-

ments with nonlinear dynamic analysis of reinforced concrete (RC) structures such as bridges, 

nuclear reactor and high-rise buildings that foresee the discretization of the concrete domain 

through isoparametric hexahedral elements and the reinforcement mesh with embedded rod or 

beam FEs. This modeling approach is known as 3D detailed approach [1-2], where embedded 

rebar macro-elements are found within the hexahedral mesh.  

A search procedure is required to be performed to find the intersection of the macro-elements 

[3] with the hexahedral mesh (Fig. 1), to allocate the embedded rebar elements found within 

each hexahedral element. This procedure can be time consuming for large-scale models that 

consist of millions of embedded rebar elements. An efficient method for the generation of em-

bedded reinforcement mesh was proposed by Markou and Papadrakakis [4] and parallelized in 

[5]. This work extends the algorithm proposed in [5], where the computational distribution is 

optimized. 

2 EMBEDDED REBAR MESH GENERATION 

Barzegar and Maddipudi [6] proposed the numerical method for the allocation and genera-

tion of embedded rebars inside hexahedral elements, which was an extension of the work per-

formed by Elwi and Hrudey [7]. According to the hexahedral mesh, the standard Barzegar and 

Maddipudi [6] method is performed for cases of non-prismatic hexahedral elements, to allocate 

the natural coordinates of the corresponding virtual node. A point P1 with global coordinates 

(x, y, z)P1 on the initial rebar mesh (Fig. 1), is contained in a given concrete element if its natural 

coordinates ξP1, ηP1, ζP1 satisfy the following constraint: 
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In this formulation the global coordinates (x, y, z) of a common point within a solid element 

can be expressed as: 
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where xi, yi, zi are the global coordinate vectors of the hexahedral nodes and N represents the 

row vector of the displacement-shape functions. 
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Given that the natural coordinates (ξ, η, ζ)P1 are the roots of Eq. 3, a Newton-Raphson itera-

tive procedure is required in order to compute the solution of the above equation as follows: 
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Figure 1. Embedded reinforcement in hexahedral concrete element [3]. 
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where J is the Jacobian matrix, the incremental natural coordinates can then be computed from 

Eq. 6. 
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with 

( ) ( ), , ;     , ,n n n n n n n n     = =J J N N
. 

The mesh generation method proposed by Barzegar and Maddipudi [6] was found to be hin-

dered with additional computational demand, however, this computational demand was reduced 

and optimized within [3] by implementing a geometric constraint that decreases unnecessary 

searches of intersection points. Furthermore, the algorithm was further integrated by determin-

ing if a hexahedral element is a parallelepiped or not. The proposed mesh generation procedure 
[3] was then parallelized in [5] as shown in Fig. 2. 
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Figure 2. Flow chart of the embedded rebar mesh generation procedure [5]. 

This research work foresees the development of a parallel algorithm to improve the compu-

tational performance and efficiency of the algorithm shown in Fig. 2 for the large-scale embed-

ded rebar mesh generation process. 

3 PARALLEL PROCESSING METHODS AND TECHNIQUES 

Engineering and scientific computing methods have significantly evolved over the past two 

decades, with the use of graphic processing units (GPU) in cooperation with a central pro-

cessing unit (CPU). GPU-accelerated computing has become more popular due to its advanced 

features related to its parallel architecture, as well as, its capabilities on handling multiple prob-

lems simultaneously. Nevertheless, the use of GPUs is constrained from the need of customiz-

ing the build according to the hardware at hand. Furthermore, the appearance of the multicore 

processors brings about an important turning point in programming practices, especially with 

FE applications. 

Fernández et al. [8] presented a new alternate way to formulate the finite element method 

(FEM) for parallel processing based on the solution of single mesh elements called FEM-SES. 

This method decouples the solution of a single element from the whole mesh, therefore, expos-

ing parallelism at the element level. Each element solution is then superimposed node-wise 

using a weighted sum over the concurrent nodes. The research study performed by Fernández 

et al. [8] showed results up to 111 times faster than the results obtained on classic FEM prob-

lems. 
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Stavroulakis et al. [9] investigated a GPU domain decomposition solution for the spectral 

stochastic FEM. Within this research work they demonstrate the benefits achieved with the 

exploitation of the GPU capabilities, where they addressed problems where the solution of the 

FE algebraic equations was performed with the dual domain decomposition method by imple-

menting specifically tailored preconditioners. This research concluded a significant enhance-

ment of the spectral stochastic FEM, as well as the consumed energy efficiency achieved by 

this methodology. 

Several other researchers [10-14] used parallel processing methods, introducing the basics 

of implementing parallel processing algorithms enhancing the efficiency and decrease the com-

putational demand of FE software. The only research work found on parallel embedded rebar 

mesh generation was presented by [5] which is the work that will be used herein in proposing 

an improved parallel embedded rebar mesh generation framework. The main objective is to 

significantly improve the scalability and overall computational efficiency of the parallel em-

bedded rebar mesh generation procedure. 

4 PROPOSED PARALLEL ALGORITHM 

The proposed parallel algorithm is implemented within the research software, Reconan FEA 

[15]. The initial parallel framework was discussed and tested within [5], by analysing a NuScale 

reactor building that was investigated in Markou and Filippo [16]. This RC building was dis-

cretized with 8-noded hexahedral elements as it is going to be discussed in the next section. 

The proposed parallel algorithm suggests a new computational load distribution process that 

calculates the computational load that will be assigned to each core prior to the mesh generation. 

The initial parallel algorithm foresaw the division of the number of embedded macro-elements 

into equal numbers based on their ID. This caused the unequal computational load distribution 

not allowing the embedded rebar mesh generation procedure to be performed in a computation-

ally optimum manner, especially in cases where the macro-element lengths had significant dif-

ferences within the model.  

 
Figure 3. Flowchart for the proposed parallel algorithm. 
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An improved computational load distribution algorithm was developed for the needs of this 

research study that is performed based on the geometrical features of the embedded macro-

elements found within the mesh. As it can be seen in Fig. 3, the proposed algorithm foresees 

the computation of the length of each macro-element Li, while computing the total length of all 

macro-elements Ltot found within the mesh. A weight factor wli is computed for each macro-

element, which equals to the length of the macro-element Li divided by the total macro-elements’ 

length: 

Ltot = ∑ 𝐿𝑗
𝑛𝑢𝑚.𝑒𝑙𝑒𝑚.
𝑗=1  (7) 

wli = 𝐿𝑗/𝐿𝑡𝑜𝑡 (8) 

Following the calculation of the weight factor wli, the computation of the weight factor wcork 

is computed for each core as shown in Fig. 3. This weight factor determines the total length of 

macro-elements that will be assigned to core k. Therefore, the macro-elements are divided and 

assigned to each core according to the overall length of the macro-elements that is directly 

connected to the performed calculations during the search of embedded rebar elements. The 

longer the macro-element is, the larger the number of hexahedral intersections, thus the larger 

the calculations required for the allocation of the virtual embedded rebar nodes. 

5 REINFORCED CONCRETE MODEL 

The NuScale reactor building, developed and studied in [16] is analysed for the needs of 

investigating the numerical response of the proposed parallel algorithm. This RC model shown 

in Fig. 4 has a total length of 75.25 m, a width of 30 m and a maximum height of 39.55 m. The 

FE framing system of the NuScale model was discretized with 181,076 8-noded isoparametric 

hexahedral elements as it can be seen in Fig. 4. Additionally, to decrease the mesh construction 

procedure, very long embedded macro-elements were used (up to 75 m in length, where the 

shortest macro-elements had 0.5 m length). The embedded macro-element mesh can be seen in 

Fig. 5 as it was developed by Markou and Filippo [16]. It should be noted that this structure has 

a total of 177,504 embedded macro-elements, where after the execution of the embedded rebar 

mesh generation procedure, a total of 2,703,251 embedded rebar finite elements are created 

within the final FE numerical model.  

 

 

Figure 4: NuScale reactor building discretized with 8-noded isoperimetric hexahedral FEs. 
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Figure 5. Macro-elements of the NuScale reactor building. 

6 NUMERICAL INVESTIGATION OF THE PROPOSED ALGORITHM  

The numerical performance of the proposed algorithm was investigated through the use of 

a 12-core computer, with 4.2 GHz per core computational processing unit. This investigation 

foresaw the execution of 66 analyses of the NuScale reactor building presented above, in gen-

erating the embedded rebar elements. It should be noted at this point that 3 analyses were per-

formed for each solution case using the proposed and the old parallel algorithms by assuming 

different number of cores, ranging from 2 to 12. When performing the analysis in a serial man-

ner (1 core), the rebar generation computational time equals to 176.93 min. The results obtained 

from the parallel embedded rebar mesh generations can be seen in Fig. 6. 

 

Figure 6: Algorithmic performance results for different number of cores when using the old and new algorithm.  

As it can be depicted from Fig. 6, the computational time decreases as the number of cores 

increases, where the proposed distribution algorithm significantly improved the efficiency of 

the embedded rebar mesh generation procedure. When the number of cores used to solve the 

problem is set to 2, the proposed algorithm manages to achieve a 33.2% computational time 

decrease compared to the old algorithm. Furthermore, it is easy to observe that the new pro-

posed algorithm decreased the computational demand from 104.69 minutes to 31.22 minutes 

when using 12 cores (see Table 1), which makes the proposed algorithm 3.4 times faster than 

the old one. As shown in Table 1, the scalability also improves when the number of cores used 

to solve this problem increases, when the proposed and the old algorithms are compared. In 
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addition to that, the proposed algorithm manages to decrease the total embedded rebar mesh 

generation time by 5.7 times when using 12 cores compared to the solution with 1 core. 

Table 1: Computational time for each parallel analysis with the old and new algorithm. 

 Number of cores 

 2 3 4 5 6 7 8 9 10 11 12 

Old Algorithm par-

allel time (min) 136.10 121.63 114.14 112.81 106.44 109.15 107.59 103.72 102.39 100.76 104.69 

New Algorithm 

parallel time (min) 90.91 78.37 53.26 49.82 49.80 40.11 37.56 35.25 31.52 32.91 31.22 

Computational 

Time Decrease (%) 33.20 35.57 53.34 55.84 53.22 63.26 65.09 66.02 69.21 67.33 70.18 

7 CONCLUSIONS 

A newly developed and improved distribution load algorithm for parallel processing was 

presented and numerically investigated through the use of a NuScale reactor building model, 

consisting a total of 2,703,251 embedded rebar elements. The proposed algorithm took into 

account the length of each embedded macro-element utilizing a macro-element weight factor 

to distribute the computational load evenly to each core. Therefore, the distribution of the com-

putational demand was performed based on the total macro-element length sent to each core 

and not based on the number of embedded macro-elements assigned to each core. 

According to the numerical findings obtained from 66 analyses that foresaw the use of 

different number of cores, it was concluded that the proposed algorithm yielded a significant 

computational efficiency, allowing the embedded rebar mesh generation procedure to become 

up to 3.4 times faster compared to the performance of the older parallel algorithm [5]. 

Currently, the proposed algorithm is parametrically investigated through the use of more 

large-scale models, such as wind turbine structures, high-rise buildings and bridges. Further-

more, Reconan FEA has been integrated and is now been tested on a high-performance com-

puter which has 40 cores per node. Future research work will investigate more computational 

load distribution approaches that will further optimize the numerical performance and scalabil-

ity of the developed embedded rebar mesh generation procedure. 
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