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Artificial intelligence and voting
advice applications

Kostas Gemenis *

Cyprus University of Technology, Limassol, Cyprus

The voter information tools collectively known as “Voting Advice Applications”

(VAAs) have emerged as particularly popular tools in the realm of E-participation.

Today, VAAs are integral parts of election campaigns in many countries around

the world as they routinely engage millions of citizens, in addition to political

actors and the media. This contribution assesses the integration of Artificial

Intelligence (AI) in the design and dissemination of VAAs, considering normative,

ethical, and methodological challenges. The study provides a comprehensive

overview of AI applications in VAA development, from formulating questions

to disseminating information, and concludes by highlighting areas where AI

can serve as a valuable tool for enhancing the positive impact of VAAs on

democratic processes.
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The potential of information and communication technologies (ICTs) to re-engage
people with the democratic process has been debated in the political science literature
since the early 1970s (Dutton, 1992). With the emergence of more advanced technologies,
such as the Internet, the use of ICTs in increasing the inclusiveness and accessibility
of decision-making has become a particular priority for governments, as well as actors
such as the European Union which has been funding numerous projects in the domain
of E-participation. Amidst this transformative landscape, Artificial Intelligence (AI) has
undoubtedly affected the use of ICTs. However, a judicious examination of the potential
pitfalls associated with AI methods is imperative to ensure the integrity and efficacy of
these innovative tools. While many have deplored the fact that AI can be used as a tool
to produce and spread disinformation, AI has the potential to enhance the use of ICTs
that aim to reduce information asymmetries and re-engage the most apathetic citizens in
political processes.

E-participation can take different forms such as remote electronic voting (e.g.
voting over the Internet), signing petitions online, or involvement in decision-making
through digital fora. However, when asked about different proposals for tackling low
electoral participation, one of the top choices among young people was the online
interactive voter information tools (Cammaerts et al., 2016). These voter information
tools, which are known in the scientific community as Voting Advice Applications

(VAAs) are digital platforms that offer personalized recommendations based on how
one’s preferences on various policy issues match those political parties or candidates.
By comparing users’ responses to specific policy-related questions with the positions
of parties or candidates (referred to here as “statements”), VAAs aim to facilitate
informed decision-making during elections and address the issue of citizen competence
by reducing the information asymmetries among different groups. More broadly, VAAs
engage citizens in thinking about political issues and provide them with information
about the positions of political parties or candidates on these issues. The underlying
idea is that this public and freely accessible information can empower citizens by
making them more competent in holding politicians accountable when casting their votes.
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One could easily argue that the emergence of VAAs has
provided the most visible impact of political science in the political
lives of citizens. From their humble beginnings as pen-and-
paper tests for civic education in schools in the Netherlands,
VAAs have progressed to digital interventions that are integral
parts of elections campaigns, involve state media, and are used
by millions of people, with measurable impacts on political
behavior and participation. While the development of VAAs has
generally followed an independent path in the broader context
of the digitalization of politics, VAAs have caught up with the
developments in AI. Even though most VAAs today are nearly
identical to those that were released two decades ago, AI has begun
to challenge the traditional ways in which VAAs are designed and
delivered to the public.

This contribution aims to take stock of the different ways
in which VAAs have employed elements of AI in their design
and dissemination, or could potentially employ in the future.
To understand the context in which AI can be incorporated in
the design and delivery of VAAs, however, one has to consider
the various normative, ethical, and methodological limitations
that already face the design of VAAs. Consequently, the article
begins with a brief overview of VAAs and their purported effects
and outlines the various normative, ethical, and methodological
challenges that VAA designers face. The article continues with a
state of the art in the design of VAAs with a special emphasis on
those instances that involve the use of AI. In particular, the article
focuses on using AI in developing the questions used in VAAs, in
providing additional information about the policy issues that are
featured in VAAs, in estimating the positions of political actors,
in matching the position of users to those of political actors, in
disseminating VAAs to the public, as well as in pre-processing user-
generated VAA data for scientific research that can inform the
design of VAAs at large. In each area, the article highlights the
contentious issues, and, in the concluding section, offers thoughts
on the areas where AI could provide valuable service to VAA
designers in delivering VAAs with the potential to make a positive
impact on democracy.

Defining VAAs and assessing their
e�ects

This article defines VAAs as “online interactive voter

information tools that focus on policy issues during elections”.
This definition distinguishes VAAs from other similar, but
conceptually distinct, voter information tools (see Table 1). VAAs
focus on policy issues, unlike other voter information tools, such
as, for instance, SpacEU1 which offers information on voting rules
and regulations for mobile citizens across the EU but does not
have a focus on policy issues. Moreover, VAAs are interactive,
in the sense that they offer an output that features the match
between the user and political actors. On the contrary, the BBC
Manifesto Guide.2 allows citizens to compare the positions of

1 http://spaceu2019.eu/

2 The 2019 general election version can be found at: https://www.bbc.

com/news/election-2019-50291676 Previous versions are typically archived

on the BBC website.

political parties on many different policy issues but does not
offer an interactive element in terms of a matching algorithm
that could allow them to compare these positions with their own.
Furthermore, VAAs are disseminating during elections, unlike
voter information tools such as the one developed by the “Puzzled
By Policy?” project (Sánchez-Nielsen et al., 2014) where citizens
could compare their views on immigration issues relate to existing
policies within the EU without being specific to any particular
electoral contest. Finally, VAAs are online tools, drawing therefore
a conceptual distinction from interactive voter information tools
that focus on policy issues around elections, but operate offline,
such as many voting guides offered by regional newspapers and
issue-specific organizations.

VAAs emerged in the late 1980s in the Netherlands as an
educational tool for high schools in the form of a booklet with
a computer disk (De Graaf, 2010), but soon moved beyond
the classrooms into the World Wide Web, where they were
hailed as technological solutions aiming to empower citizens
by making them more competent when casting their votes. In
most countries, VAAs have enjoyed particular longevity and
have consequently become integral parts of election campaigns.
For instance, Vaalikone has been offered by the Finnish Public
Broadcasting Company (YLE) for every election in the country
since 1996, while in the Baltic countries, it is “almost unthinkable”
that an election campaign can be run today without such online
tools (Eibl, 2019, p. 85). Furthermore, VAAs are often able
to engage citizens, political actors, and the mainstream media,
in unprecedented numbers compared to other forms of E-
participation. For instance, the Swiss Smartvote has achieved over
85% response rate to their questionnaire among thousands of
candidates in federal and cantonal elections, while Wahl-O-Mat

was used about 21.3 million times in the 2021 federal election
in Germany.

Notwithstanding their popularity, however, it is not at all
clear whether VAAs have achieved their goals. Fifteen years of
research on the effects of VAAs on political knowledge, behavior,
and participation (Garzia and Marschall, 2016, p. 380–382) has
yielded largely positive but sometimes inconclusive results, as
a recent meta-analysis has concluded (Munzert and Ramirez-
Ruiz, 2021). The early literature on VAA effects presented an
overly optimistic picture based on self-reported effects among
VAA users and simple cross-tabulations of survey data (see
Ruusuvirta and Rosema, 2009; Fivaz and Nadig, 2010; Garzia,
2010), and these optimistic assessments have been widely cited
and quoted as measurable effects on political knowledge and
participation. Soon enough, those early studies were criticized
on methodological grounds, for drawing on samples that were
not representative of the voting population and for reporting
effects without accounting for self-selection (Pianzola, 2014a). As
VAA users are more likely to be highly educated and politically
interested, these confounding factors could explain the higher
levels of knowledge and participation among VAA users in the
first place.

Subsequent research into the effects of VAAs accounted for
these critiques in two different ways. A strand in the literature has
focused on nationally representative surveys where self-selection
was addressed by using more sophisticated statistical techniques
such as a matching (e.g. Pianzola, 2014b; Gemenis and Rosema,
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TABLE 1 Distinctions between VAAs and other voter information tools.

Online Interactive Policy-oriented Election-oriented

VAAs X X X X

‘Puzzled By Policy?’ Project X X X

SpaceEU X X X

BBCManifesto Guide X X X

Offline voting guides X X X

2014; Gemenis, 2018; Germann and Gemenis, 2019; Heinsohn
et al., 2019), selection models (e.g. Garzia et al., 2014, 2017b; Wall
et al., 2014), difference-in-differences designs (Benesch et al., 2023),
and panel data analysis (Israel et al., 2017; Manavopoulos et al.,
2018; Kleinnijenhuis et al., 2019). The results of these studies were
rather mixed, showing a positive effect of VAA usage on electoral
turnout in some countries such as Switzerland, the Netherlands,
and Finland, but not in others like Greece, while in Germany VAA
usage was associated with information-seeking activities but not
more active engagement with electoral campaigns such as attending
party rallies. Another strand, looked at randomized experiments
in countries and regions like Estonia (Vassil, 2011), Finland
(Christensen et al., 2021), Germany (Munzert et al., 2020), Hungary
(Enyedi, 2016), Italy (Garzia et al., 2017b), Japan (Tsutsumi et al.,
2018), Northern Ireland (Garry et al., 2019), Quebec (Mahéo,
2016, 2017), Switzerland (Pianzola et al., 2019; Stadelmann-Steffen
et al., 2023), Taiwan (Liao et al., 2020), Turkey (Andı et al., 2023),
Greece, Bulgaria, Romania, Spain, and Great Britain (Germann
et al., 2023). Again, while most studies find evidence of VAA
effects on voting behavior and political participation (Garry et al.,
2019; Pianzola et al., 2019; Liao et al., 2020; Christensen et al.,
2021; Germann et al., 2023; Stadelmann-Steffen et al., 2023),
other studies find no meaningful effects (Enyedi, 2016; Tsutsumi
et al., 2018; Munzert et al., 2020), or effects that were limited to
undecided (or centrist) voters (Vassil, 2011; Mahéo, 2016; Andı
et al., 2023).

Considering the methodological shortcomings in some of
the experimental designs (Germann and Gemenis, 2019, p. 154–
155), the lack of comparative replication studies, especially among
the randomized experiments, and the “file drawer problem”
where negative results are less likely to be published, we
have valid reasons to be less enthusiastic about the electoral
effects of VAAs compared to what has been suggested by the
earlier literature. More importantly, however, we still do not
know whether the electoral effects of VAAs, wherever these
occur unambiguously, are associated with the design of VAAs.
Given that the VAAs that have been the subject of these
numerous studies feature designs that differ considerably, and
that users like some VAA features better than others (Alvarez
et al., 2014), the question of whether better-designed VAAs
could become more effective in mobilizing citizens, especially
those within groups that suffer from participatory inequalities,
remains open.

Given that many scientific areas have benefited from the advent
of AI, it is reasonable to expect that VAA designers, could, at least
partially, reconsider the established methods behind the design of

VAAs to enhance their performance in terms of their set goals.
Before outlining, however, the innovative approaches that have
brought AI into VAAs, we need to consider the contentious issues
that are associated with the typical design of a VAA.

Contentious issues in the design of
VAAs

The proliferation of VAAs under many different actors has
created a landscape characterized by both cooperation and rivalry
among the different VAA developers, as evidenced in the scholarly
debate. These debates, however, are taking place within a larger
context where social and political actors as well as citizens (as
the end users) have raised numerous normative, ethical, and
methodological issues about the design of the VAAs. As these issues
underpin any attempt to incorporate elements of AI in the design
and delivery of VAAs, I offer a summary of the relevant challenges
in this section.

Normative critiques

In the normative realm, there are concerns that the VAAs
which are based on social choice theory ignore the deliberative
and contestatory conceptions of democracy (Fossen and Anderson,
2014). As such, they assume that the competence gap lies in
political information about policy positions, and not in the lack
of preferences on issues or the constricted perceptions of the
political landscape (Anderson and Fossen, 2014, p. 218–221). It
is not surprising, therefore, that citizens have criticized VAAs for
“reproducing themainstream political agenda by forcing their users
to take a position in a limited spectrum of political topics and
by excluding political parties or views that may be peripheral”
(Triga, 2014, p. 140). In turn, this is reflected in methodological
choices such as the choice of presenting the results in spatial maps
that feature pre-defined or even clichéd dimensions (Fossen and
van den Brink, 2015), an issue that has been brought up in the
methodological debates as well.

Furthermore, it is widely known, that VAAs by and large
attract, predominantly, young, male, educated, with high levels
of political interest (Marschall, 2014). It is possible, therefore,
that, despite the promise to the contrary, the use of VAAs may
magnify the traditional participatory inequalities in the digital
society (Marschall and Schultze, 2015), something which has also
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been pointed out by citizens when asked to evaluate VAAs in the
context of political processes (Triga, 2014, p. 141).

Ethical concerns

Turning to ethical concerns, citizens have long questioned the
objectivity and political neutrality of the researchers who design
VAAs (Triga, 2014, p. 140). The example of VAAs in Lithuania
has also illustrated how VAAs can be hijacked by populists by
adopting ideologically unconstrained policy positions, adjusting
their policy positions to the “average” voter to manipulate the
results of the tool to their advantage (Ramonaitė, 2010). Moreover,
political parties often accuse VAAs of providing false dichotomies,
of misinterpreting their policy positions, failing to include smaller
parties, or generally being “unfair”. (Trechsel and Mair, 2011,
p. 14) for instance, mention, among others, the case of the German
party CDU, which deplored the fact that political parties were not
consulted in the process of drafting the VAA questions in the
making of EU Profiler VAA, as has been the standard practice of
Wahl-O-Mat, the most popular VAA in Germany. Furthermore,
cyber-attacks on VAA websites have raised concerns about data
security, given the more recent attempts at electoral manipulation
through doxing, trolling, and disinformation (Hansen and Lim,
2019). Finally, informed consent should be acquired from
respondents when VAAs feature experiments that are likely to
involve changes in the selection and/or wording of the questions
and, consequently, the content and presentation of the results
(e.g., Holleman et al., 2016; Bruinsma, 2023).

Such ethical issues are not to be taken lightly, especially
when they have legal ramifications. In the Netherlands, the Data
Protection Authority (AP) requires that all websites associated
with VAAs are required to have SSL encryption which ensures
the secure transmission of all data that citizens provide in the
online questionnaires.3 Before this requirement, the Netherlands
Authority for Consumers and Markets (ACM) had taken action
against four VAAs that used tracking cookies without the consent of
the respondents. More recently, a regional court in Cologne forced
Wahl-O-Mat offline during the campaign for the 2019 elections to
the European Parliament on the issue.4 This emerged after a minor
political party complained that the VAA website only allowed users
to compare eight political parties at any particular time, which
could be interpreted as a potential disadvantage for smaller and less
known parties.

Methodological problems

Methodologically, it has been shown that the selection of
questions in VAAs has a considerable impact on the information
that is provided to the users. Some configurations of questions
favor certain parties, while other configurations of questions benefit

3 Autoriteit Persoonsgegevens, “Stemhulpen verhogen beveiliging na

optreden AP,” 17 February 2017.

4 “German court bans popular voting advice app Wahl-O-Mat,” Deutsche

Welle, 20 May 2019.

other parties (Walgrave et al., 2009). Furthermore, the a priori
aggregation of questions in “political maps” provided by many
VAAs is empirically problematic. The scales used to construct the
political dimensions often lack unidimensionality and reliability
(Germann and Mendez, 2016; Bruinsma, 2020a). The reliability
of estimating the positions of political actors in VAAs has been
called into question (Gemenis and van Ham, 2014), while different
algorithms that are used to match VAA users to parties or
candidates are very likely to produce different results (Mendez,
2012; Louwerse and Rosema, 2014). When it comes to visualizing
thematching results, research has shown that users do not assess the
different options equally favorably (Alvarez et al., 2014; Bruinsma,
2020b). Such findings raise questions about citizen knowledge and
competence when interpreting the results of VAAs (Triga, 2014,
p. 137), especially since different users are likely to interpret the
same results in very different ways (Bruinsma, 2020b).

While all these methodological problems have produced a lively
debate and a distinct strand in the VAA literature (Garzia and
Marschall, 2016, p. 382–383), the debate has not resulted in an
evident cross-fertilization in terms of VAA design. VAA developers
most often stick to their tried and tested recipe, while the questions
and criticisms often remain open and unresolved.

The advent of AI methods has led to some further
experimentation in the design of VAAs, with researchers
proposing various approaches from the fields of text mining
and machine learning. While these are often viewed as welcome
methodological innovations on the classic VAA design, they
raised important questions of their own. The following section
presents these proposals within the context of the established
methods, and explores the relevant contentious normative, ethical,
or methodological issues.

The challenge of AI in the design of
VAAs

As one of the key technologies of the 21st century, AI has
affected how VAAs operate. This contribution reports on the use
of AI in the core design elements of typical VAAs as well as the
use of AI in developing additional innovative features in VAAs.
In addition, the section looks at the use of AI in pre-processing
VAA user response data and concludes with the use of AI in
disseminating VAAs to the public.

Selecting and formulating statements for
the VAA questionnaire

VAAs aim to help citizens make more informed voting
decisions predicated on a rational model in which citizens decide
how to vote by comparing their stances on certain political
issues to those of parties and/or candidates (Mendez, 2012). In
many respects, the design of VAAs privileges an “issue voting”
understanding of politics formalized in spatial theories of voting at
the expense of other psychological/sociological factors and strategic
considerations (Mendez, 2012, p. 265–266), and a representative
view of democracy compared to other conceptions of democracy
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that allow for more meaningful participatory and deliberative
exchanges (Fossen and Anderson, 2014). According to this view,
VAAs attempt to match citizens to parties and/or candidates
based on predefined statements outlining politically salient policy
issues, ranging from as little as seven statements used in the Irish
PickYourParty fielded in 2007 (Wall et al., 2009), to as many as 75
statements in the “deluxe” version of Smartvote in Switzerland, with
most VAAs employing around 30 such statements (see Figure 1).

While there is no commonly agreed method on how to select
and formulate the questions used by VAAs to match their users to
political actors, the selection usually begins with a set of statements
that reflect the assumptions of those who are involved in the design
of the VAA about the issues that are deemed politically salient in
the particular election, that is often supplemented by more generic
statements used in electoral research surveys (e.g., Andreadis, 2013;
Wall et al., 2009). A few VAA designers often invite journalists (see
Krouwel et al., 2012), representatives of political parties (as in the
cases of Stemwijzer and Wahl-O-Mat), and/or other stakeholders
(see Marzuca et al., 2011) in the process. Yet others have suggested
the possibility of more systematic selection methods based on
topics derived from automated text analyses of newspaper corpora
(Krouwel et al., 2012), issues that were featured in bills debated
by the legislature (S̆kop, 2010), or issues extracted through a
qualitative analysis of party manifestos (Krouwel et al., 2012).

As the process of selecting issues to formulate the questions in
VAAs appears to be more of an art than a science, researchers have
long expressed concerns that the selection of certain statements
may favor certain parties in terms of matching them more often to
VAA users (Walgrave et al., 2009). In practice, the issue statements
used by different VAA designers tend to be similarly distributed
across topics (König and Jäckle, 2018), and these distributions
are similar to those found among the most important issue
questions found in election studies and the content analysis of party
manifestos (van Camp et al., 2014). While such findings might
be reassuring in terms of VAAs inability to influence the election
results, they also imply that the choice of issues/statements that
are featured in the VAA questionnaire may be prone to researcher
bias. It is, after all, a small academic community of political
scientists that determines the content of both election study and
VAA questionnaires, while citizens have little, if any, input in
the process.

AI has been long used to automating the search for salient
issues in political and electoral contexts, and VAA designers have
ample empirical findings to consider. For instance, Lin et al.
(2015) proposed an automated text mining mechanism to classify
legislative documents into predefined categories to allow the public
to monitor legislators and track their legislative activities. Ahonen
and Koljonen (2018) used topic modeling on a longitudinal dataset
of party manifestos to differentiate transitory from resilient issues
and to study whether the meaning of resilient issues has changed
over time. Scarborough (2018) used supervised learning methods
on Twitter to estimate attitudes toward feminism, concluding
that Twitter could be a useful measure of public opinion about
gender, although sentiment, as captured on Twitter, is not fully
representative of the general population. Bilbao-Jayo and Almeida
(2018) proposed a multi-scale convolutional neural networks
model on classifying party manifestos that could be potentially

used to automate the analysis of the political discourse to allow
public administrations to better react to their needs and claims.
Da Silva et al. (2021) used deep learning based embedding in topic
modeling to online comments regarding two legislative proposals
in Brazil’s Chamber of Deputies and demonstrated the applicability
of the topic modeling tools for discovering latent topics that
could be potentially used to increase citizen engagement regarding
governmental policies.

Taking such insights to the field of VAAs, researchers have
proposed to introduce AI in the process of statement selection,
by automating the search for salient issues that can be used for
formulating questions in VAAs. Buryakov et al. (2022a) proposed
to assist the process of selecting statements by looking at the supply
side of electoral competition. Taking Japan as a case example, they
proposed to use the Bidirectional Encoder Representations from
Transformer (BERT) natural language processing model which
takes into account the context of each word, in order to tokenize the
sentences in party manifestos and apply topic modeling afterward.
To determine which of the topics were most relevant, Buryakov
et al. (2022a) calculated the semantic similarity between the
computed topics and statements from VAAs that were available in
Japan during the previous two elections, and concluded that the
results were particularly useful to the VAA designers to identify
new issues that were relevant in the election under examination and
formulate new statements that were used in a new VAA.

Taking the same method to the demand side of political
competition, Buryakov et al. (2022b) applied the BERT model to
e-petitions for policy proposals data from Taiwan, a government
initiative that aims to reinforce communication between the
citizens and the government. Just like in the case of the supply side
data, the authors found that the generated statements could be of
use to VAA designers, even though the study results were not used
in an actual VAA.

One could easily imagine that VAA designers could expand this
method of AI-assisted statement selection and formulation to other
textual sources from both the supply side, such as parliamentary
debates, and the demand side such as social media or blog posts.
For instance, Andreadis (2017) explored the possibility of mining
Twitter data across the electorate as an additional measure to
determine issue salience as a guide for statement selection in
VAAs. In addition, VAA designers can also explore issue salience
as mediated by the traditional media by using media text corpora
as data. Of course, each data source comes with its caveats in
terms of how representative it is. This is principally relevant for
gauging the preferences of the general public of which social
media is particularly not representative. Moreover, determining
the relevance of topics based on previous VAA statements can
be restrictive. This means that researchers and VAA designers
should be more creative with the data that will be used as
inputs in the Buryakov et al. (2022a) method. For instance, one
could use seed words from content analysis dictionaries generated
from media sources instead of previous VAA statements, and
responses to open-ended questions in a survey on a nationally
representative sample instead of social media posts as the two
inputs in the method.

Given the lack of benchmarks in terms of what the public
considers to be important in different electoral contexts, which is
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FIGURE 1

Example statement (question and response scale) from the 2014 EUvox VAA.

also probably different from issue salience across political parties,
the media, and the minds of VAA designers, the use of AI might
offer very promising tools in selecting and formulating statements
in VAAs, that could lead to “a re-emphasis of the core of the
voting advice application as a civic tech tool, the policy statements
themselves” (Buryakov et al., 2022b, p. 31).

Improving the understanding of statements
in VAAs

A particularly innovative use of AI in the design of VAAs
regards the use of conversational agents in helping users to better
understand the statements used in VAAs. The task of assisting VAA
users in their understanding of political issues lies at the heart of the
function of VAAs as providers of political information on pertinent
issues to reduce information asymmetries.

Until very recently the evaluation of whether VAAs help
citizens acquire political information beyond the “political match”
output was viewed as a byproduct of VAA usage rather
than the main goal. For instance, Schultze (2014) found that
using Wahl-O-Mat in Germany enhanced political knowledge
of party positions on political issues, whereas in another
intervention where Wahl-O-Mat was embedded in civic education
classes Waldvogel et al. (2023) found a significant increase

in young people’s political efficacy and specific interest in the
election campaign. Furthermore, Brenneis and Mauve (2021)
explored the use of statements that presented specific arguments

alongside the typical policy positions in a VAA. The results
indicated that while users reported a better understanding of
political issues and enjoyed the interaction with argument-
based statements, but the matching algorithm that incorporated
the argument-based statements did not improve the voting
recommendations.

Against this backdrop, Kamoen and Liebrecht (2022) pioneered
the use of conversational agents in VAAs, where chatbots were
employed with the specific goal of assisting VAA users in better
understanding the meaning of the statements employed by VAAs.
More specifically, the chatbots were used as an auxiliary feature that
allowed users to ask questions and obtain additional information
on the statements used in the VAA (see Figure 2). The findings
suggest that chatbot-assisted VAAs lead to higher user satisfaction,
as did the provision of additional information through buttons
in a structured user interface (Kamoen and Liebrecht, 2022).
Furthermore, in additional randomized experiments, the authors
explored the optimal chatbot design in terms of its structure
(buttons, text field, or both), modality (text, voice, or both),
and tone (formal or informal) (Kamoen et al., 2022; Liebrecht
et al., 2022), and concluded that the use of these Conversational
Agents VAAs (CAVAAs) improved the user experience, increased
perceived and factual political knowledge, but did not have an
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FIGURE 2

Examples of a non-structured (A) and structured (B) conversational agent VAA (Figure from Kamoen and Liebrecht, 2022).

impact on intentions to vote in the upcoming election (Kamoen
and Liebrecht, 2022; van Zanten and Boumans, 2023).

The use of conversational AI in VAAs provides a very promising
approach to helping users understand the statements in VAAs,
especially inasmuch as the effects on political knowledge are not
mediated by political sophistication (i.e. affecting primarily those
who are politically sophisticated). Interestingly, however, Kamoen
and Liebrecht (2022) did not discuss the potential limitations
of chatbots when it comes to concerns about political bias, an
issue that has been pervasive in discussions about AI and politics.
The lack of discussion can be justified in the context of the
aforementioned research as the chatbot used by Kamoen and
Liebrecht (2022) was trained to recognize questions and provide
the user with a preformulated response.

What would happen, however, if one wished to extend the use
of chatbots in VAAs by allowing users to interact with the chatbot
freely? One could easily imagine users asking the chatbot to suggest
a reasonable position on statements they have difficulty deciding
upon or comprehending. In this respect, the findings are telling.
Hartmann et al. (2023) prompted ChatGPT with 630 political
statements from two VAAs and another voter information tool in
three pre-registered studies in Germany, and found that ChatGPT
has a pro-environmental, left-libertarian ideology. If prompted on
what position to take, ChatGPT would be, for instance, in favor of
imposing taxes on flights, restricting rent increases, and legalizing
abortion. These results were confirmed in similar studies conducted
in Canada (Sullivan-Paul, 2023) that revealed that ChatGPT has

become even more left-leaning in its newer version, especially
when prompted with questions regarding economic issues. More
generally, and beyond ChatGPT, research has shown that the
open-domain chatbots, that are most likely to be used in voter
information tools, have a long way to go before they are considered
to be unbiased and “politically safe” (Bang et al., 2021).

Overall, AI shows considerable promise as a supplementary
information provider where conversational agents can be
integrated into VAAs to provide information on demand to assist
users who have difficulty comprehending VAA statements. As such,
chatbots could contribute to reducing information asymmetries,
although there exist barriers inasmuch trustworthiness is affected
by fears that chatbots could provide biased or limited information
about societally important issues (Väänänen et al., 2020).

Estimating the policy positions of political
actors

One of the biggest methodological challenges in the design of
VAAs is to find an unbiased and reliable method of estimating the
positions of political political actors on the statements that are used
for matching the users to the political actors in VAAs. For several
decades, the primary reference source for party policy preferences
in political science has been the data produced by the Manifesto
Project using a laborious hand-coding that was developed in the
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late 1970s (see Volkens et al., 2013). The hand-coding of the
Manifesto Project, however, is unreliable according to conventional
content analysis standards, and it uses pre-defined policy categories
that indicate the relative emphasis parties place on different issues
instead of their expressed position on issues which is of interest to
VAAs (Gemenis, 2013b).

For these reasons, VAA designers have developed ad hoc
approaches to estimate the positions of political actors. In VAAs
that are particularly popular and used by a considerable proportion
of the electorate, such as Stemwijzer in the Netherlands and Wahl-

O-Mat in Germany, the designers can enlist political parties to state
and justify their official position on each of the statements used
in the VAAs. Moreover, candidates have particular incentives to
respond to such requests in those VAAs that compare the positions
of users to those of individual candidates instead of parties, as they
could receive exposure and potential electoral gains (Dumont et al.,
2014). Again, this is particularly the case of popular candidate-
centered VAAs such as Smartvote in Switzerland, and Vaalikone

in Finland.
Given that political parties will often refuse or ignore such

requests for positioning, VAA designers often resort to using
the mean position obtained in expert surveys (e.g. Wall et al.,
2009), or candidate surveys (see Andreadis and Giebler, 2018), a
combination of party self-placement and placement by country
experts (Trechsel andMair, 2011; Krouwel et al., 2012; Garzia et al.,
2017a), or the estimation of party positions by coders over multiple
rounds in a Delphi survey (Gemenis, 2015; Gemenis et al., 2019).
While one can argue about the advantages of either method over
the others (Gemenis and van Ham, 2014), their common feature is
that they rely heavily on human input, something that is considered
by VAA designers as a prerequisite for establishing the validity of
the estimates.

AI has brought the use of different supervised and unsupervised
learning algorithms such as Wordscores (Laver et al., 2003),
Wordfish (Slapin and Proksch, 2008), and SemScale (Nanni et al.,
2022), methods that alternate between machine learning and
human coding (Wiedemann, 2019), multi-scale convolutional
neural networks that are enhanced with context information
(Bilbao-Jayo and Almeida, 2018), and semi-supervised machine
learning models that employ word-embedding techniques
(Watanabe, 2021) in the analysis of party manifestos. Initially
the methods showed promise to automate the process of
estimating the policy positions of political parties on dimensions
of interest, even though the classification of the manifesto
content by machine learning algorithms corresponds to that of
human coding only moderately. Moreover, machine learning
estimates of party policy positions have been shown to lack
validity, especially in estimating positions on specific policy
statements employed in VAAs (Bruinsma and Gemenis,
2019; Ruedin and Morales, 2019). As Orellana and Bisgin
(2023) argue, AI even in the context of the more advanced
Natural Language Processing (NLP) methods is well suited for
tasks such as estimating the similarity between documents,
identifying the topics discussed in documents, and sentiment
analysis, tasks entirely different to the estimation of precise
positions on very specific topics that are typically featured
in VAAs.

In this direction, Terán and Mancera (2019) introduced the
idea of “dynamic candidate profiles” as an additional element
to the static generation of candidate positions in typical VAAs.
In “dynamic profiles” the positions of candidates are estimated
dynamically throughout the election campaign using Twitter data.
Terán and Mancera (2019) applied the method of “dynamic
profiles” in the Participa Inteligente project, a social networking
platform designed for the 2017 parliamentary elections in Ecuador.
After assigning the words of the Twitter data corpus to relevant
policy issues manually, they performed sentiment analysis on the
Tweets mined from candidate profiles and the Tweets where the
candidates were tagged, to determine whether candidates had
a positive or negative stance on the issues associated with the
keywords. In the end, each candidate’s position in the VAA was
calculated as the average between this dynamic estimation and a
static estimation obtained by expert coding.

Nigon et al. (2023) extended this work by adding YouTube
as a source for candidate profiling. Moreover, they proposed
estimating the positions of candidates in a VAA using a data-driven
NLP model with pre-trained question-answering (QA) models.
Using VAA statements as questions and translated Twitter and
YouTube data from politicians as context to predict the answer
the politicians could have given. The results indicated that in most
cases QA models are unable to provide conclusive answers to the
VAA questions.

Terán and Mancera (2019) recognize the limitations of the
“dynamic profiles” in terms that Twitter users can influence
the position of political actors by coordinating the posting of
compromising messages where candidates are tagged, often by
using Internet bots. Moreover, in the case of QA models, the lack
of quality data in politicians’ social media profiles can adversely
impact the accuracy of the profiles constructed by the data-driven
model. More generally, the use of AI to automate or enhance the
estimation of policy positions of political actors has not produced
results of sufficient validity for use in VAAs (see Bruinsma and
Gemenis, 2019). More importantly, the AI text analysis algorithms
are not directly accessible or easily understandable by users, which
makes the use of AI methods problematic in terms of the typical
standards set by VAA designers and the call for more transparency
in VAA design as in the “Lausanne Declaration on VAAs” (see
Garzia and Marschall, 2014).

Matching citizen preferences to political
actors

Without a doubt, the most controversial and debated aspect of
VAA design has been the search for the optimal way to match each
user to each party or candidate in a VAA. Broadly speaking, the
debates about the “matching algorithms”, understood here simply
as a set of instructions for calculating the match metric between
the user and each of the parties or candidates in a VAA, mostly
focus on four aspects: dimensionality, the distance metric, the use
of weights, and the handling of missing values. More recently,
this debate has been further complicated with the introduction of
methods from the statistical/machine learning perspective where
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the algorithms are trained or calibrated based on contextual or
past VAA user response data, and the outright use of AI with
recommender systems.

The debate about dimensionality focuses on whether a low-
dimensional solution, in which the responses/positions on VAA
statements are aggregated into a small number of dimensions,
before the distance metric is calculated, is preferable to a high-
dimensional solution, where every statement is entered separately
in the matching calculations (see Figure 3). In essence this
difference is reflected in the visual output of the VAA (see
Bruinsma, 2020b) with low-dimensional algorithms presented in
the “spider” graphs of Smartvote in Switzerland and the two-
dimensional maps of Kieskompas in the Netherlands and its
various offshoots in many other countries, and high-dimensional
algorithms presented through the ranking of parties as in
Stemwijzer in the Netherlands, Wahl-O-Mat in Germany, and
several VAAs in other countries.

From a mathematical (and ethical) standpoint, high-
dimensional algorithms should be preferable to algorithms based
on summated scales in a low-dimensional space as used in the
Kieskompas family of VAAs, since the latter tend to produce
misleading results near the center of the dimensions as the
summation of opposing responses falsely assumes all items of the
scale to be interchangeable (for an example, see Gemenis, 2012).
To improve the visualization of matching in a candidate-based
VAA in Switzerland, Terán et al. (2012) used fuzzy c-means
(FCM) clustering to compute similarities based on distances in
a high-dimensional space, but also to derive a two-dimensional
space that included the percentage of similarity of the n-closest
candidates. From a psychometric perspective, the matching using
a low-dimensional solution can be improved through a careful
examination of how different statements map onto different
dimensions (if at all). Rather than hoping that the intuition of
VAA designers is correct (and usually it is not), Germann and
Mendez (2016) propose to evaluate and calibrate the selection
of statements that make up the dimensions by performing a
Mokken scale analysis on early VAA user response data. While this
suggestion does not employ AI per se, it does employ the logic of
statistical/machine learning by using past data as a benchmark to
evaluate intuitively defined spatial maps.

Contrary to the low-dimensional matching algorithms that
explicitly or implicitly use the Euclidean distance as a metric
to calculate the matches, high-dimensional algorithms have a
host of metric distances to consider. For instance, Stemwijzer

uses a very simple distance matrix that awards one point if the
position of the party and user are identical, while no points are
awarded if both have different positions or if a user is neutral
and a party agrees/disagrees with a statement (Louwerse and
Rosema, 2014, p. 289). Wahl-O-Mat uses the city-block distance
metric as presumed by the proximity model of issue voting, while
Choose4Greece and other VAAs designed by the PreferenceMatcher
consortium employ a matching algorithm that uses the average
between the city block and the scalar product metric of the
directional theory of issue voting (see Mendez, 2012). The EU

Profiler and EUandI for the 2009 and 2014/2019 elections to
the European Parliament respectively, used matching algorithms
based on empirically defined distance matrices (Garzia et al.,

2015). In addition, Dyczkowski and Stachowiak (2012) proposed
a matrix based on the Hausdorff distance which is defined as the
maximum distance of a set to the nearest point in the other set.
Louwerse and Rosema (2014) consider a few other algorithms that
are not currently used by VAAs, while one could imagine that
VAAs could also use algorithms with distance matrices based on
correlation or agreement coefficients. In particular, Katakis et al.
(2013) argue that the Mahalanobis distance metric can provide
more accurate recommendations as it takes into account the
correlation between statements, although it requires prior VAA
user response data to form the covariance matrix which establishes
the correlations between the statements. Finally, Mendez (2017)
explored the possibility of supplementing the matching algorithm
with user demographic data typically collected by VAAs, although
the proposal was not fielded in an actual VAA.

The debate regarding the use of weights is also an interesting
one as it has gravitated from simple solutions to the use of
machine learning methods. Stemwijzer, Wahl-O-Mat and other
VAAs use a simple system where users can choose the statements
that are more important for them, and the relevant scores are
doubled in the distance matrix. Pajala et al. (2018) proposed
a more complex algorithm in which the weights are calculated
through regression coefficients in models that use as variables
the candidates’ social media activity, newspaper mentions, and
political power operationalized by incumbency status, and applied
the approach in a VAA for the 2015 parliamentary election in
Finland designed in collaboration with Helsingin Sanomat, the
largest daily newspaper in the country.

Directly relevant to AI is the concept of the “learning VAA”
introduced by Romero Moreno et al. (2022) which uses machine
learning to estimate both the distance matrix and the weights in
the matching algorithm. To do so, (Romero Moreno et al., 2022)
employ user response data from two supplementary questions that
feature prominently in all VAAs designed by PreferenceMatcher:
voting intention and the reasoning behind the voting intention.
They, therefore, use self-identified issue voters’ voting intention to
train their model by estimating the distance and weight parameters
for the algorithm so the parameters predict issue-voters’ voting
intentions with the highest accuracy. The advantage of the “learning
VAA” approach is that it allows the spatial voting logic to be derived
directly from the data Romero Moreno et al. (2022) and to reveal
how VAA statements are perceived by users, which could be useful
for VAA designers and researchers in the field of spatial voting.
The downside of the “learning VAA” approach is that it does not
guarantee the creation of meaningful distance matrices when the
input VAA user response data are of low quality, which is often
the case when VAA statements are poorly formulated (see Gemenis,
2013a; van Camp et al., 2014; Bruinsma, 2021).

Even more relevant from an AI perspective, is the use of
recommender systems in VAAs. In this direction, Katakis et al.
(2013) pioneered the so-called “social VAAs” that make voting
recommendations without using the policy positions of political
actors as input. Following Katakis et al. (2013, p. 1044–1046),
I distinguish among three approaches that use, respectively,
clustering, classifiers, and collaborative filtering.

The first use of machine learning in “social VAAs” involved
clustering. This typically employed a k-means clustering technique
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FIGURE 3

Examples of recommendations based on a high-dimensional algorithm (Parteienavi 2013, top) and two-dimensional map (Kieskompas 2010,

bottom).
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that groups users into like-minded groups based on their responses
to the VAA statements and provided voting recommendations
based on the distribution of voting intention of the most similar
users (Katakis et al., 2013, p. 1044–1045). This method was used in
the 2012 Choose4Greece VAA and EUvox at the 2014 elections to
the European Parliament.

Alternatively, by conceptualizing the matching algorithm as
a machine-learning task of predicting voting intention, VAA
designers can train different classifiers on a sample of early
VAA users and provide voting recommendations based on voting
intention predicted probabilities for each party included in the VAA
(Katakis et al., 2013, p. 1045–1046). In this direction, Tsapatsoulis
et al. (2015) used the Mahalanobis distance classifier to explore the
optimal sample sizes for the training and test sets across different
countries with varying numbers of parties and distributions of
voters across parties. Moreover, since the policy statements in
VAAs are usually correlated and grouped into categories (e.g.,
economy, foreign affairs, etc) one can apply Hidden Markov Model
(HMM) classifiers, as typically used in correlated time-series data,
to estimate the party-user similarity to improve the effectiveness of
“social recommendations” (Agathokleous and Tsapatsoulis, 2016).
Despite these proposals, no VAA to date has conceptualized voting
recommendations purely as a machine-learning task.

A more intuitive method to provide a machine learning
“community recommendation” is to use collaborative filtering. This
can be achieved, for instance, by computing a correlation coefficient
between the response of the user and those of the average supporter
across all statements, for each party included in the VAA (Katakis
et al., 2013, p. 1044). This method that has been used in the
Choose4Greece and Choose4Cyprus VAAs since 2019 in parallel to
the typical output based on VAA user-party matching algorithm.

With regard to how algorithms handle the missing values, here
understood as the instances when users provide a “no opinion”
answer to a statement or when it is not possible to find a statement
position for a political actor, Agathokleous et al. (2013) observed
that the voting recommendation accuracy drops significantly
when matching is based on machine learning classifiers, although
the matching algorithms that use party-actor distance matrices
perform considerably better. More generally, missing values on
the user side are always considered legitimate, indicating an
explicit non-preference from the point of the user, whereas missing
values from the side of the political actors are often indicative
of uncertainty in the estimation process. Since VAAs feature a
limited number of parties, a large number of missing values in
parties’ responses to statements can have an adverse impact on the
quality of the voting recommendation. VAA designers therefore
suggest either replacing missing values on the parties’ side with
the middle “neither agree, nor disagree” response, as in the EU

Profiler and EUandI VAAs (Garzia et al., 2015), or divide the sum
of matching weights with the party by the number of statements to
which the user has responded (Mendez, 2017, p. 50–51) as in the
PreferenceMatcher VAAs. The latter approach effectively penalizes
parties for their missing responses.

The pitfalls of incorporating AI methods in the design of
the VAA matching algorithm are rather apparent. In Pajala et al.
(2018), the inclusion of incumbency in the weighting function
of the matching algorithm proved to be disadvantageous for the

challenger candidates, providing a bias for the political status quo
and powerful political elites. In Katakis et al. (2013), the classifier-
basedmatching algorithms did not perform particularly well, which
is telling of the perils of treating voting intentions as a simple
machine-learning task that assumes every person to be an issue
voter, effectively disregarding all other theories of vote choice.

In general, the use of AI methods in the matching algorithm
suffers from opaqueness. Their opaqueness prevents researchers
from detecting spurious classifications due to overfitted models,
and hinders the accountability of their application to the users, who
may eventually lose their trust in VAAs. Even in the more simple
“learning VAA” of Romero Moreno et al. (2022), users can only
interpret the algorithms if they are given the distance matrices and
salience weights and perform the calculations themselves, which is
rather a complex task. One should note that AI has only exacerbated
already existing deficiencies in communicating the more complex
aspects of the matching algorithms used in VAAs, such as how
spatial maps are constructed, the handling of missing values (that
could lead to erroneous inferences or penalize parties that do not
have positions on several of the VAA statements), and many other
issues that have been presented above.

Pre-processing VAA data

AI methods have been also used in (pre-)processing the data
generated by VAA users, an area which is important inasmuch
VAA user response data is used in VAA design and the evaluation
of the impact of VAAs. Indeed, user response data has been used
extensively to assess ex-post the effectiveness of the design (e.g.,
Mendez, 2012; Alvarez et al., 2014; Louwerse and Rosema, 2014)
and the electoral effects (e.g., Kamoen et al., 2015; Gemenis, 2018;
Germann et al., 2023) of VAAs, to train machine learning models
in “social VAAs” (Katakis et al., 2013; Tsapatsoulis et al., 2015), and
to dynamically calibrate VAA matching algorithms (Germann and
Mendez, 2016; Romero Moreno et al., 2022).

With regard to data processing, AI has been used to pre-
preprocess the VAA user response data by removing suspect entries
(see Andreadis, 2014; Mendez et al., 2014). For instance, Djouvas
et al. (2016), used unsupervised data mining techniques to identify
“rogue” entries that were injected into the data at random with
considerable success, although data mining techniques were unable
to identify suspect entries that are neither random nor clustered.
Despite the promising findings, the analysis of user-generated data
is still hindered by the fact that some of the most prominent VAA
designers are still unwilling to openly share VAA data, leading to
replication and transparency concerns.

Disseminating VAAs to the public

One of the overlooked aspects of VAAs concerns how VAAs
reach the public. Even though the archetypical VAA is designed and
fielded by a public civic education agency (e.g. Stemwijzer, Wahl-

O-Mat), a public broadcaster (e.g., Vaalikone), or an entity that
features the necessary prestige and visibility for the VAA to reach
a considerable number of users at all walks of life, many VAAs are
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designed by researchers in academic institutions lack the means
to engage their successful dissemination. VAA designers therefore
engage in a media campaign or, as in the case of Kieskompas and
its offshoots in many other countries, they seek a media partner,
often with exclusive hosting rights for the VAA (see Krouwel et al.,
2014). As this strategy often comes at the cost of uneven delivery
to different strata of the population, given the media’s ideological
bias, and a heavy skew in the user response data, researchers have
turned to disseminating their VAAs through paid advertising on
social media.

Advertising on social media has emerged as a cost-effective
method to enlist respondents in social science surveys. Facebook
ads, in particular, offer a quick and affordable way to obtain large
samples of social media users (Boas et al., 2020; Zhang et al., 2020;
Gemenis, 2023; Neundorf and Öztürk, 2023). In this case, the use
of AI concerns the use of ad delivery algorithms by advertising
platforms. Like other social media platforms, Facebook employs
algorithms to optimize ad delivery by favoring users who are most
likely to click on them and, as a result, the characteristics of the
end samples are likely to differ from the underlying population.
Facebook ads tend to target audiences that are disproportionately
dominated by older, male, college graduates (Neundorf andÖztürk,
2023), which is the typical VAA audience in the first place
(Marschall, 2014).

While there exists some anecdotal evidence that social media
advertising and its cascade effects can result in samples with a
less skewed distribution of political interest compared to typical
VAA dissemination campaigns, it is unlikely that social media
campaigns alone can overcome the uneven coverage in VAAs.
The uneven targeting by social media advertising algorithms and
the well-known homophily effect among sharers and followers
in social media, both of whom tend to be similar in terms of
political interest, ensure there is only a limited trickle-down effect
to those harder-to-penetrate groups of politically disinterested. The
potential of social media advertising can only be realized with
stratified advertising campaigns and randomized experiments to
identify the most effective promotional campaign to engage the
politically disinterested.

Conclusions

VAAs represent a significant innovation of ICTs to re-engage
people with the democratic process, offering a technologically-
driven approach to voter information and decision-making. While
AI can potentially enhance the user experience with VAAs, it is
essential to address the potential pitfalls of AI methods.

With regard to the formulation and selection of statements, the
use of text-mining offers exciting possibilities to harness big data for
social change. Rather than reinforcing the same researcher biases by
recycling the same old questions originally developed for election
studies and social surveys in the 1970s, VAA designers have a real
opportunity to use text mining to uncover the issues that are salient
for the public that might otherwise be underexposed due to political
and/or media biases.

The use of AI as a supplementary information provider appears
to be a promising way to decrease comprehension problems when
it comes to statements used in VAAs. Conversational agents can
help mitigate information disparities in line with the VAAs’ broader

goal of empowering citizens in political processes. Chatbots,
however, are not politically neutral and researchers need to exercise
considerable care in their implementation of conversational agents
in VAAs.

The estimation of the policy positions of political actors is the
area of VAA design that still needs human input as it cannot be
automated effectively with AImethods. Even themost sophisticated
text mining and NLP methods lack the level of validity required
in VAAs as tools that are used (and often taken seriously) by
millions of people. VAA users have trouble trusting, let alone
understanding, methods that are considered opaque. The task of
placing a handful of political parties on a handful of very specific
policy statements is something that humans can perform fairly
fast with sufficient validity. In the case of candidate-based VAAs
where estimation is a time-consuming task, candidates should have
serious incentives to participate and provide their positions on each
of the statements themselves.

A lot can be said about the use of AI in the matching algorithms
employed in VAAs. The evaluation of the use of chatbots as an
enhancement of the typical VAA has been so far positive, and one
can also argue that the user experience can be further improved by
including enhancements based on themost intuitive use ofmachine
learning in “social voting recommendations” (e.g., the comparison
to the average party voter). Beyond these and the light use of AI-
inspired methods to calibrate the typical VAA features, machine
learning lacks the methodological transparency that is required in
voter information tools.

The inability of the lesser-known VAAs to penetrate the
low political interest groups through the traditional means of
dissemination cannot be effectively resolved through the use of
social media advertising. The AI algorithms employed by platforms
such as Facebook Ads are subject to market effects and other
biases and the use of social media advertising runs the risk
of enhancing rather than alleviating the existing participatory
inequalities. It seems therefore that the use of AI alone is unable
to remedy the biased coverage of traditional media campaigns
in the dissemination of VAAs, unless careful stratification and
experimentation are involved. Moreover, there is a real need for
generous public funding for VAAs, as agents of civic education
with measurable impacts, beyond the meager budgets of individual
researchers who typically cannot afford to engage in extensive
experimentation beyond the black box algorithm.

Finally, any evaluation of AI methods should be subject
to experimental evaluations where the dependent variable of
interest is some measurable aspect of user experience or
societal impact. Evaluating machine learning algorithms on
whether they can predict vote intentions is trivial. What we
need to know is whether the proposed change in the design
of a VAA has an impact on the user experience, political
knowledge, or participation, with a specific focus on alleviating the
inequalities therein.

The use of AI in the design, dissemination, and evaluation of
VAAs both offers promises and poses risks and the assessment
depends on the specific area under scrutiny. The way forward
is in the continuous evaluation of AI methods through a proper
bench-marking with ethical and properly randomized experiments.
As technology continues to shape political processes, the careful
implementation of AI will help ensure that VAAs will continue to
contribute positively to the democratic processes.
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