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Digital Transformation 
and Sustainability: A Means-Ends 
Perspective 

Stefano Za, Robert Winter, and Alessandra Lazazzara 

1 Introduction 

Digital transformation (DT) and sustainability are disruptive imperatives leading 
to a paradigm shift in organizations and societies functioning in order to “meet 
the needs of the present without compromising the ability of future generations to 
meet their own needs” [1]. Aligning the sustainable development and digitalization 
goals represents a substantial challenge offering opportunities within and across 
organizational boundaries in order to paving the way toward pursuing the Sustainable 
Development Goals (SDGs). However, the emerging of a research interest on the 
intersection between digital technologies and sustainability is quite recent [2], and 
little is known about weather and to what extent DT could contribute to SDGs and 
how to enable a sustainable DT [3, 4]. 

Sustainability is commonly understood as a multi-dimensional concept that simul-
taneously refers to economic, ecological and social objectives [2]—an approach 
which is also known as the “three-pillar model”. At the societal level, in order to 
navigate the sustainability challenges that humanity is facing (e.g., pollution, climate 
crisis, inequality and social tensions), the 2030 Agenda adopted by all United Nations 
Member States in 2015 has identified 17 SDGs and 169 targets supported over five 
pillars (i.e., planet, people, peace, prosperity, partnerships) [5]. This represents an
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2 S. Za et al.

unprecedented global consensus and governance compass for bridging the so-called 
“sustainability gap”, the divide between country’s intentions and actual adoption of 
sustainable development-oriented policies [3]. Moreover, SDGs adoption has also 
raised a measurement concern as official data are not sufficient for monitoring them 
as they are affected by several shortcomings such as technical (e.g., high costs, data 
gaps) and political (e.g., artificially boosting metrics, lack of contextual details) issues 
[6]. So, not only the exponential adoption of digital technologies may contribute to 
create more sustainable patterns of production and consumption [2, 7], but may be 
considered as a source of more reliable analytic ecosystems (e.g., based on Big Data) 
or of new ways of collecting data leveraging on citizens’ participation, thus gener-
ating new approaches to social accountancy and monitoring [8] and speeding up a 
transition toward sustainability. 

Relating to the organizational perspective, sustainability is discussed in Informa-
tion Systems [e.g., 2, 9] literature as an overarching corporate goal to which IS should 
contribute. However, a thorough understanding of how DT is a means toward sustain-
ability and the interdependencies among the two is still missing [4]. Applying the 
“three-pillar model” to the company level, economic sustainability refers to ensuring 
the enduring reproduction of financial resources such as the capital invested by orga-
nizations yields sufficient returns on investment; ecological sustainability refers to 
the enduring reproduction of natural resources; and social sustainability refers to the 
enduring human health and well-being [10]. In these three subdomains, sustainability 
may be intended as the ultimate objective of DT, thus constituting its core objective, 
or as a guiding principle for designing and implementing DT within organizations. 
In other words, we may differentiate between two perspectives: sustainability by DT 
and sustainability in DT [2]. 

Adopting the first perspective, namely sustainability through DT, scholars focus 
on how the design of digital artifacts and their adoption may support the achievement 
of sustainable goals both at the organizational and societal level. For example, digital-
ization may promote climate protection through smart devices, automated decision-
making systems or virtual reality application [11]. Similarly, artificial intelligence 
(AI) has been adopted in order to develop monitoring technique or warning and 
forecasting systems for climate change [12]. Moreover, as regards inequality, digital 
technologies are seen as means to equalize access to opportunities to everyone, 
such for example advances in digital payments infrastructure and machine learning 
adoption that are enhancing access to credit for otherwise marginalized subpopula-
tions [13]. In this sense, digital transformation is interpreted as a “problem solver” 
for improving sustainability. However, it may also be seen as a “fire accelerator” 
because it is increasing the consumption of natural resources, thereby exacerbating 
environmental issues and perpetuating or amplifying social injustice and inequality 
[14]. Thus, a first challenge in IS research is to understand how DT may contribute to 
the sustainable development and preventing negative effect on economic, ecological 
and social dimensions. 

Adopting the second perspective, namely sustainability in DT, the focus is on how 
the DT itself can be designed such that the transformation it introduces is sustain-
able. Traditionally, sustainability in technology has mainly been understood from 
a techno-centric perspective, according to which the systems’ design was aimed at
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more sustainable patterns of production and consumption and at an increase of the 
longevity of the digital artifacts [2]. However, DT is an overarching phenomenon 
which is not only related to technology adoption, but also to a transformative organi-
zational change. Indeed, DT may lead to changing structural (e.g., business models, 
processes) and human-related (e.g., behaviours, capabilities, mindset) aspects of 
organizations in order to respond to strategic challenges and alter the value creation 
paths they have previously relied upon to remain competitive [15]. Therefore, in 
order to reach a sustainable DT, organizations have to explore the complex social 
and organizational interactions with technology in order to align the intent behind 
DT with organizational characteristics and goals. Therefore, the second challenge is 
to uncover how DT can be designed and implemented more sustainable according 
to the organizational context and which indicators may measure such fit. 

The 17 chapters contained in this volume are revised versions of selected contribu-
tions presented at the XVIII Conference of the Italian Chapter of AIS (ItAIS 2021), 
held at the University of Trento on October 15th–16th, 2021, selected through a 
double-blind review process. They are grouped in two different sections according 
to the primary perspective they adopt: sustainability by DT and sustainability in DT, 
respectively. These contributions provide a plurality of views that makes this book 
particularly relevant for scholars but also for practitioners, managers, and policy 
makers whose concern is to better understand and the complex interrelationships 
between DT and sustainability, and to consider sustainability issues in DT design 
and implementation decisions. 

2 Sustainability Through Digital Transformation 

The first five chapters of this section take into consideration the role of technology 
for addressing and/or analysing sustainability issues, specifically focusing on the 
economic ecosystem and financial perspectives. Beretta et al. focus on the disclosure 
of non-financial information (NFI)—used for reporting sustainability practices—and 
specifically on the role of the Information Technology (IT) for providing reliable non-
financial information. Through a multiple case study analysis, the scholars show that 
digital accounting information systems have a pivotal role for data collection and for 
the programming phase, underling also the need to address some security issues in 
the collection process. Abid et al. investigate the relationship between green orien-
tation and crowdfunding campaign success. The authors used both qualitative and 
quantitative approaches to build the green orientation index, analysing 210 green 
campaigns out of 720 crowdfunding campaigns. Based on a cluster analysis, they 
identify and discuss the characteristics of three clusters of green-oriented crowd-
funding campaigns: social enthusiast, green fan, and tech-oriented. In the cluster 
results discussion, the authors highlight how the tech-oriented cluster obtains the 
highest value and has a positive relationship with the amount raised and crowd-
funding’s success. Focusing on the business ecosystem, Zoppelletto and Cuel present 
a case study in which they analyse Gamindo, a multi-sided digital platform that offers
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gamified services addressing the needs of three different categories of actors: firms, 
non-profit organizations, and gamers. The analysis explores the interdependencies 
among the actors/stakeholders, where the Gamindo ecosystem can be seen as a cata-
lyst for purpose-driven complementary actors willing to address the challenges of 
sustainability, resulting in positive outcomes for the environment and the society. 
Mansha et al. investigate the role of political connections in the directors’ network 
for enterprise ecosystem in a developing country. The authors used data from a 
relationship-based economy like Pakistan from 2009 to 2015, creating a network 
of directors that are connected if they share the same board. The graph describes 
the direct and indirect interlocking among the firms. Among several analysis, the 
authors used the eccentricity for investigating the influence of each politician in the 
network, analysing its decrease across the years in relation to the democratic elec-
tions happened after the regime change and so contributing to understanding the role 
of political sustainability in SMEs development. Finally, Javed and Rapposelli inves-
tigate the symmetric and asymmetric effects of oil price, foreign direct investments 
and economic growth on carbon emissions in Italy. The symmetric results show that 
economic growth and foreign direct investments intensify carbon emissions both in 
the long and short-run, while the impact of oil price on emissions is negative in the 
long-run and positive in the short-run, suggesting that oil price is responsible for 
environmental degradation only in the short run. The asymmetric results reveal that 
both in the long and short-run an increase in the oil price produces reductions in 
carbon emission. 

The last four chapters of this section are mainly focused on social aspects. Raucci 
and Paolini investigate the increasing engagement of doctors in accounting and 
managerial practices, mainly planning and budgeting, in Italian Public Healthcare 
Organizations (PHOs). Specifically, the authors analyse doctor-managers’ resistance 
to use budgetary information for decision-making and the role played by the perceived 
openness in communication (POC) and the perceived utility of budgetary informa-
tion. Zanutto et al. focus on cardiology telemonitoring exploring the technology adop-
tion in the healthcare system. Through the analysis of the processes performed by two 
cardiological departments, the authors investigate the main differences and perfor-
mance concerning the organizational arrangements in adopting similar digital solu-
tions aimed at supporting the same organizational processes. Varriale et al. investigate 
how digital technologies can make museums ‘smart’ and ‘inclusive’ by engaging 
visitors, especially people with special needs. Adopting a bottom-up approach and a 
participatory design, this exploratory and qualitative study describes the design and 
development of a specific App for children with autism syndrome called ‘A dip in 
the Blue’ of archaeological museum located in Southern Italy (The Archaeological 
Museum of Paestum and Velia). Beyond some theoretical and practical implica-
tions concerning the design process, the chapter provides some effective best prac-
tices for museums to become smarter and more inclusive through digital technolo-
gies. Finally, Marchesani et al. provide a systematic literature review examining the 
relationship between smart cities and the internationalization process. The authors 
put an emphasis especially on global management strategies for the international 
development of smart cities.
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3 Sustainability in Digital Transformation 

The first three chapters of this section discuss some issues that could contribute to 
promote and sustain a digital transformation process. Abid et al. focus on firms’ 
digitalization process in the Southern Italy. Specifically, the authors investigate the 
existing relationship between Southern Italian cities’ digitalization and firms’ finan-
cial capabilities and institutional support. The study provides some suggestions, espe-
cially targeting policy-makers, in order to make the digital transformation process 
more sustainable. Mayer et al. focus on the digitalization of the Enterprise perfor-
mance management (EPM). As transformations towards digital EPM are challenging, 
the aim of the authors is to develop a forward-looking maturity model to support 
companies in their EPM digitalization process, making managers more confident 
in working with data and business analytics tools. De Simone et al. also focus on 
data issues, such as data value chain and data ecosystem. In order to be able to fully 
reap the value of data available, firms must delve in big data and Data Value Chain 
(DVC) discipline. This chapter explores the ecosystem formation as well as the chal-
lenges and criticalities encountered by two firms operating in the drones’ market. 
Ecosystems are networks of distributed companies that show multiple links toward 
their environment to interact via standard and business rules which permit them to 
be independent but also connected. As a result, the authors found that successful big 
data integration, accessibility, and standard business rules will allow firms in data-
driven sectors, and in particular in computer vision-based data set, to be efficient in 
the interconnection and to become more agile. 

The following two chapters explore issues concerning platform and their ecosys-
tems adopting two different approaches. Schmid develops an agent-based simulation 
model describing a platform within its surrounding business ecosystem. The simu-
lation model enables a flexible investigation of platform governance decisions and 
broader environmental conditions. Experimentation results reveal platforms as inef-
fective at fostering generativity and profitability in low complexity environments, 
implying platforms to not be uniformly promising or disruptive in all kinds of 
competitive environments. Thus, the main contribution of this study is an agent-
based simulation model to help understand and predict outcomes of platforms as 
complex phenomena. Staub intends Platform ecosystems as complex ecologies of 
firms with individual, sometimes conflicting, interests and goals. The aim of the 
chapter is to explore the role of the platform owners as orchestrator of the ecosystem. 
He conducted an in-depth study of Salesforce, a thriving B2B platform ecosystem in 
the enterprise software industry. The study reveals the platform owner made signifi-
cant resource investments to implement governance mechanisms based on innovative 
activities. Moreover, the governance mechanisms in B2B platform ecosystems are 
differently implemented respect to consumer-focused platform ecosystems. 

Finally, the last three chapters provide the results of three literature reviews. 
Mohtar and Badr explore the implication in term of healthcare service sustainability 
derived by COVID pandemic. Specifically, the authors explore the outcomes associ-
ated with the implementation of telehealth technology in healthcare ecosystems. The
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authors aim to learn from the literature on the impact of Telehealth diffusion on the 
delivery of quality care. They develop a scoping review and evaluate the outcome 
through the lens of the six aims of improvement of healthcare quality. Moreover, 
the authors synthesize the literature around managing the disruption, identifying the 
risks of unintended consequences and factors affecting adoption. Cipriano and Za 
discuss Digital Transformation (DT) initiatives focusing on the non-profit organi-
sations (NPOs). Specifically, this study starts from the taxonomy of the literature 
debating DT in NPOs developed in a previous study. The authors use that classifi-
cation as dataset for applying some exploratory multivariate techniques performing 
a cluster analysis. As a result, the authors identify nine clusters recognising some 
recurrent patterns which would describe DT initiatives in NPOs. Finally, Smit et al. 
in their literature review, focus on the blockchain. They consider it as an emerging 
technology with the potential to disrupt and enable collaboration in ecosystem struc-
tures, where a proper governance could ensure sustainable growth of a blockchain 
solution. Through a systematic literature review, the authors compare the empirical 
approach with the theoretical one by looking at existing dimensions and character-
istics that define blockchain governance. Among other contributions, as a practical 
implication, the taxonomy could support blockchain professionals to design their 
blockchain governance in a sustainable way. 

References 

1. World Commission on Environment and Development: Our Common Future. Oxford (1987) 
2. Hilty, L.M., Aebischer, B.: Ict for sustainability: an emerging research field. In: Advances in 

Intelligent Systems and Computing, pp. 3–36. Springer Verlag (2015). https://doi.org/10.1007/ 
978-3-319-09228-7_1 

3. del Río Castro, G., González Fernández, M.C., Uruburu Colsa, Á.: Unleashing the convergence 
amid digitalization and sustainability towards pursuing the Sustainable Development Goals 
(SDGs): A holistic review (2021). https://doi.org/10.1016/j.jclepro.2020.122204 

4. Herberger, T.A., Dötsch Editors, J.J.: Digitalization, digital transformation and sustainability 
in the global economy risks and opportunities (2021) 

5. UN (United Nations): General Assembly Resolution 70/1 (2015)—Transforming our world: 
the 2030 Agenda for Sustainable Development. (2015) 

6. Ballerini, L., Bergh, S.I.: Using citizen science data to monitor the sustainable development 
goals: a bottom-up analysis. Sustain. Sci. 16, 1945–1962 (2021). https://doi.org/10.1007/s11 
625-021-01001-1 

7. Ghobakhloo, M., Fathi, M., Iranmanesh, M., Maroufkhani, P., Morales, M.E.: Industry 4.0 ten 
years on: A bibliometric and systematic review of concepts, sustainability value drivers, and 
success determinants, (2021). https://doi.org/10.1016/j.jclepro.2021.127052. 

8. Cappa, F., Franco, S., Rosso, F.: Citizens and cities: leveraging citizen science and big data for 
sustainable urban development. Bus. Strateg. Environ. 31, 648–667 (2022). https://doi.org/10. 
1002/bse.2942 

9. Hanelt, A., Busse, S., Kolbe, L.M.: Driving business transformation toward sustainability: 
exploring the impact of supporting IS on the performance contribution of eco-innovations. Inf. 
Syst. J. 27, 463–502 (2017). https://doi.org/10.1111/isj.12130 

10. Strohmeier, S.: Sustainable electronic HRM. In: Encyclopedia of Electronic HRM, pp. 138– 
143. De Gruyter (2020). https://doi.org/10.1515/9783110633702-021

https://doi.org/10.1007/978-3-319-09228-7_1
https://doi.org/10.1007/978-3-319-09228-7_1
https://doi.org/10.1016/j.jclepro.2020.122204
https://doi.org/10.1007/s11625-021-01001-1
https://doi.org/10.1007/s11625-021-01001-1
https://doi.org/10.1016/j.jclepro.2021.127052
https://doi.org/10.1002/bse.2942
https://doi.org/10.1002/bse.2942
https://doi.org/10.1111/isj.12130
https://doi.org/10.1515/9783110633702-021


Digital Transformation and Sustainability … 7

11. Schieweck, A., Uhde, E., Salthammer, T., Salthammer, L.C., Morawska, L., Mazaheri, M., 
Kumar, P.: Smart homes and the control of indoor air quality (2018). https://doi.org/10.1016/ 
j.rser.2018.05.057 

12. Nishant, R., Kennedy, M., Corbett, J.: Artificial intelligence for sustainability: challenges, 
opportunities, and a research agenda. Int. J. Inf. Manag. 53, (2020). https://doi.org/10.1016/j. 
ijinfomgt.2020.102104 

13. Tantri, P.: Fintech for the poor: financial intermediation without discrimination. Rev. Financ. 
25, 561–593 (2021). https://doi.org/10.1093/rof/rfaa039 

14. Lenz, S.: Is digitalization a problem solver or a fire accelerator? Situating digital technologies 
in sustainability discourses. Soc. Sci. Inf. 60, 188–208 (2021). https://doi.org/10.1177/053901 
84211012179 

15. Vial, G.: Understanding digital transformation: a review and a research agenda. J. Strateg. Inf. 
Syst. 28, 118–144 (2019)

https://doi.org/10.1016/j.rser.2018.05.057
https://doi.org/10.1016/j.rser.2018.05.057
https://doi.org/10.1016/j.ijinfomgt.2020.102104
https://doi.org/10.1016/j.ijinfomgt.2020.102104
https://doi.org/10.1093/rof/rfaa039
https://doi.org/10.1177/05390184211012179
https://doi.org/10.1177/05390184211012179


Sustainability Through Digital 
Transformation



Digital Accounting Information System 
for Non-financial Disclosure: A Case 
Study Analysis 

Valentina Beretta, Maria Chiara Demartini, and Sara Trucco 

Abstract The disclosure of non-financial information (NFI) is becoming more and 
more relevant worldwide, especially after the directive 2014/95/EU. The relevance 
of the preparation of the non-financial information is increasing even with regard to 
the role of the Information Technology (IT) system. The review of the prior literature, 
indeed, shows a gap in the analysis of which are the most effective IT audit tools 
and procedures that may be used for providing reliable non-financial information. 
The main aim of this research is to analyze the role of the IT in the preparation ad 
in supporting the control of the reliability of non-financial data. In order to reach 
the research aims, we apply a qualitative case study based on interviews and the 
triangulation of this evidence with a secondary source (such as an annual report or a 
non-financial disclosure). Therefore, researchers, thought an exploratory approach, 
carried out semi-structured type interviews. We selected three case studies listed 
on the Milan Stock Exchange market. The interviewees were actors responsible or 
substantially involved in the process of the non-financial information. Results of our 
research show that collecting and reporting data for non-financial disclosure by using 
a digital accounting information system represents a great challenge for the company. 
The interviewee stated that the digital accounting information systems are pivotal 
for the data collection and for the programming phase. Results show that collecting 
information in a more secure way is needed. 

Keywords Digital accounting information · Non-financial information · Case 
study analysis
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1 Introduction 

The disclosure of non-financial that is environmental, social and governance-related 
(ESG) information is becoming more and more important worldwide, especially 
after the introduction of the directive 2014/95/EU “disclosure of non-financial and 
diversity information” (Bozzolan et al. 2003; Caglio et al. 2020; Merkl-Davies and 
Brennan 2007). In particular, the mentioned directive may help firms in disclosing 
high quality, relevant, useful, consistent and more comparable non-financial informa-
tion in order to be transparent especially with external stakeholders. Hence, starting 
from the fiscal year 2017, according to the directive 2014/95/EU, larger compa-
nies are obliged to disclose some kinds of non-financial information by following 
a “comply or explain” approach (Hummel et al. 2020). Indeed, scholars agree that 
disclosing non-financial information is useful to reduce the information asymmetry 
between external and internal stakeholders, to attract investors and to improve the 
firm’s consensus and reputation among stakeholders (Dhaliwal et al. 2011). There-
fore, professional associations and academics agree that an increase of such informa-
tion should help companies in creating long-lasting value. Moreover, some scholars 
have pointed out that even financial analysts seem to positively perceive the relevance 
of the non-financial information and the non-financial indicators (Breton and Taffler 
2001; Rogers and Grant 1997). 

However, the company’s reputation and the value relevance of the information 
disclosed may increase only if the corporate disclosure is reliable (Anderson 1998). 
Previous studies stated that external assurance on non-financial disclosure might 
bring about positive effects on the perceived credibility of such types of information 
(Brown-Liburd and Zamora 2015; Pflugrath et al. 2011). As since the introduction 
of the European directive, the non-financial information became mandatory for large 
companies, some regulations are needed for helping external auditors in carrying 
out tests and procedures to verify the reliability of data. In the Italian setting, for 
instance, Consob requires that companies may choose between two different kinds 
of external assurance on non-financial information, which are are limited assurance 
and reasonable assurance. 

On the other hand, relevant criticisms of the non-financial reporting process are 
the lack of standardized metrics to assess non-financial performance and a lack of 
a generally accepted framework (at both national and international level) to guar-
antee the reliability of the non-financial information. Indeed, formal relationships 
between the different internal stakeholders in the preparation of the non-financial 
information are often replaced by informal ones. Since the reporting of sustain-
ability practices is an ongoing process, more informal channels are used to share 
non-financial information between different teams (Toth 2012). 

The relevance of the preparation of the non-financial information is increasing 
even with regard to the role of the Information Technology (IT) system (Barth et al. 
2017; Ergüden et al. 2017; Healy and Palepu 2001). Indeed, the IT system should 
preserve the property and integrity of data, and should help firms and managers to
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align IT requirements with business goals, by defining useful IT governance poli-
cies (Moeller 2010). A weak IT system may bring about material misstatements in 
corporate reporting; such risks linked to a weak IT system may negatively affect 
the integrity, accuracy, completeness, reality and availability of company’s reports 
(Klamm and Watson 2009). The reliability of corporate reports relies mainly on IT 
system and internal controls, and scholars agree that there is a link between the 
features of the IT system and a well-designed internal control system (Daneila et al. 
2013). 

Recent studies highlight an increasing interest on IT audit and on its role in 
improving the overall quality of information in a firm (Stoel and Havelka 2021). 
Some scholars focused their research on the role that IT auditors have in helping 
firms meet compliance requirements and verifying the ability of IT system to create 
value to the company (Dzuranin and Mălăescu 2016). 

However, the review of the prior literature carried out by studying papers in 
academic journals founded in the major scientific databases (such as ebsco-host and 
google scholars) shows a gap in the analysis of which are the most effective IT audit 
tools and procedures that may be used for providing reliable non-financial infor-
mation. Therefore, the main aim of this research is to analyze, through a qualitative 
research method based on interviews, the role of the digital accounting information in 
the preparation of non-financial disclosure and in supporting the control of the relia-
bility of non-financial data. Therefore, the research questions that the paper attempts 
to answers are: RQ1: To which extent is IT able to support the data collection into 
the firm? RQ2: To which extent is IT able to support the predisposition of the NFI? 
RQ3: To which extent is IT able to support the control of the reliability of data? 

The remainder of the paper is organized as follows: Sect. 2 analyses literature 
review and presents the research questions; Sect. 3 presents research methodology; 
Sects. 4 and 5 present results, discussion, limitations and future developments of the 
research. 

2 Theoretical Background 

Accounting Information System (AIS) produces knowledge from data and ensures 
efficiency of the operations and effectiveness of reliability of financial and non-
financial data and legal compliance (Toth 2012); therefore, the quality of reporting 
system is related to the quality of the entire data elaboration process. This process 
thus supports the decision-making process (Madnick et al. 2009), since one of the 
main aims of the AIS is to support decisions by providing the right information, 
in the right time at the right person (Fischer 2012), thereby communicating useful 
information to both external and internal stakeholders (Teru et al. 2017). Indeed, 
some studies found that the quality of the decision-making process depends on the 
quality of data produced by the AIS (Calvasina et al. 2009; Caserio 2011; Fisher 
et al. 2016) and on the consistency between the architecture of data and structure 
of the business (Vasile and Mirela 2008). One of the most advanced integrated IT
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tools used by firms are represented by Enterprise Resource Planning systems (ERP) 
(Granlund and Malmi 2002). These tools are useful to collect and integrate data by 
using a common database, and thus they represent the basis for a good information 
flow inside the firm and for the overall accounting process (Chapman and Kihn 2009). 

Literature about advantages related of having an ERP, and more in general a 
digital accounting information system, is quite abundant; in particular some scholars 
highlight that the adoption of a new IT system may produce some effects on both 
financial and non-financial performance indexes (Florescu 2007; Skibniewski and 
Ghosh 2009; Trucco and Corsi 2014). In general, an IT adoption is useful to inte-
grate business departments and processes, thereby reducing the business process 
complexity (Broadbent et al. 1999; Karim et al. 2007). Within this context, a 
stream of literature focuses on the crucial role that a digital accounting information 
system can have in fostering the relationship between external financial information 
and internal managerial information. Indeed, the IT system could reduce the gap 
between financial accounting information and management accounting information 
and between internal and external stakeholders (Caglio 2003; Innes and Mitchell 
1990; Taipaleenmäki and Ikäheimo 2013). 

However, other scholars focus their studies on the risks and costs related to the IT 
system adoption, by highlighting that the most relevant risk related to the strategic 
investment of having a new IT is that the failure of the IT adoption could even 
lead to firm’s bankruptcy (Davenport 1998; Markus et al. 2000). Furthermore, some 
scholars found that some IT investments (such as the adoption of a new ERP system) 
would allow managers to use more discretion in the preparation of accounting infor-
mation and thus to favor data manipulation (Brazel and Dang 2008). Costs related 
of having the AIS are both monetary and relative to the human resources required 
to adopt and manage the IT system within the firm (Granlund and Malmi 2002). 
Nevertheless, scholars agree the effects of AIS adoption should be analysed through 
a holistic viewpoint (Gattiker and Goodhue 2005), since the process of AIS adoption 
deeply affects the entire company and each function (Rose and Kræmmergaard 2006). 
Several studies investigated the effect of the AIS adoption on corporate performance 
measured by financial, organizational and social indexes, by highlighting mixed 
results about it (Nicolaou 2004; Poston and Grabski 2001; Trucco and Corsi 2014). 

Therefore, the analysis of the prior literature about this topic shows mixed results 
about the support of the IT system on the data collection into the firm and, to the 
best of our knowledge little is known about the support of the IT system to the 
predisposition of the NFI. On the basis of this theoretical background and with the 
aim to fill the mentioned gap in the literature, the research questions are expressed 
as follows: 

RQ1: To which extent is IT able to support the data collection into the firm? 
RQ2: To which extent is IT able to support the predisposition of the NFI? 
The relevance of the role of the IT system within the context of a firm is increasing 

even with regard to the provision and to the assurance of the non-financial informa-
tion, since non-reliable data may damage the competitiveness of firms (Barth et al. 
2017; Ergüden et al. 2017; Xu  2009). Sajady et al. pointed out that the adoption of 
AIS may lead to a more effective internal control and a general improvement of the
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quality of financial disclosure and of the business transactions. We argue that similar 
considerations may be extended to the side of the quality of the non-financial disclo-
sure. Moreover, some scholars examined the effects of the information system on the 
level of honesty in managerial reports, by finding that the presence of an IT system 
increases managerial honesty, even if, according to previous studies, the honesty is 
lower when the IT system is accurate and vice versa (Hannan et al. 2006). 

Despite these considerations, Brazel and Dang found a decrease in the relia-
bility of financial disclosure in the years after the AIS had been adopted; this could 
happen because of a potential increase in the discretion that managers may use in 
the predisposition of accounting information (Brazel and Dang 2008). In fact, AIS 
allow managers greater access and control of financial information (Dillon 1999). 

However, the analysis of the prior literature shows a gap regarding the IT audit 
tools and procedures that may be used for providing reliable non-financial informa-
tion and for carrying out the assurance of non-financial disclosure; when the AIS 
is not well designed and built, the system is not able to produce useful information 
to satisfy stakeholders’ needs. Therefore, recent studies show an increasing interest 
on IT audit and on the consequent overall quality improvement inside the company 
(Alagic et al. 2018) and some scholars has called for additional research in the area of 
the IT audit in general area (Curtis et al. 2009; Weidenmier and Ramamoorti 2006). 
Furthermore, there is little practical guidance for guarantee the reliability of non-
financial disclosure from both internal and external viewpoint (Cohen and Simnett 
2015). 

We grounded our study on the legitimacy theory (Hopwood 2009) and the impres-
sion management approach, since the existence of an IT in a firm could represent a 
signal for external stakeholders, which allows them to make inferences of the quality 
of the disclosure (Hannan et al. 2006). 

On the basis of these considerations, the last research question is expressed as 
follow: 

RQ3: To which extent is IT able to support the control of the reliability of data? 

3 Methodology 

In order to reach the research aims and to answer the research questions, we apply 
an interpretive perspective through a qualitative approach. More specifically, the 
researchers’ observations based on their contact with the interviewees have been 
combined with the triangulation of this evidence with secondary sources (Toth 2012). 

In general, this approach allows scholars to improve the quality of the research: 
indeed, it was possible to understand the experience and perceptions of the partic-
ipants inside the firms as well as to have insights on the corporate reporting and 
NFI. Semi-structured interviews have been carried out by the researchers thought an 
exploratory approach (Yin and Moore 1988). Three different case studies have been 
selected since they provide rich and insightful descriptions of different perceptions 
of a phenomenon (Yin and Moore 1988). Five interviewees took part to the study.



16 V. Beretta et al.

Privacy and confidentiality have been ensured by conducting the interviews in 
a environment and modality that have been jointly chosen by the researcher and 
the respondents and by adopting an informal and conversational tone. By adopting 
the Framework Method, the interviews have been recorded using a digital voice-
recording device in order to ensure the verbatim transcription of the interview, 
followed by the familiarization of the researchers with the topic and the interpretation 
of the results. 

We selected three case studies listed on the Milan Stock Exchange market. The 
interviewees were actors responsible or substantially involved in the process of the 
non-financial information. 

The semi-structured interviews are focused on the investigation of the role of 
IT in three main areas, which are the data collection phase, the support for the 
predisposition of NFI and for the control of the reliability of data. The questionnaire 
was structured as follows:

. Are you obliged to disclose non-financial information according to the directive 
2014/95/EU? If so, did you start drafting the NFI only after being subjected to the 
obligation? If not, who in the company proposed the drafting of the NFS? How 
long ago did the process start?

. How are the various corporate roles usually mostly engaged in the corporate 
information flow, such as the Chief Financial Officer, the Investor Relator and the 
Controller, involved in the process of developing corporate communication with 
particular reference to NFI?

. Is your non-financial disclosure subject to assurance? If so external/internal? If 
it is subject to external review, what tests are carried out to verify its reliability? 
How can company information systems help internal and/or external auditors in 
carrying out their functions to verify the reliability of the information?

. How can company information systems support the integration process between 
the area of financial accounting and that of management accounting? 

Furthermore, we downloaded the NFI of the selected firms from their websites in 
order to have a better understanding of the creation process of the corporate reporting. 

4 Results 

Results of our research show that collecting and reporting data for non-financial 
disclosure by using a digital accounting information system represents a great chal-
lenge for the companies included in the sample. The interviewees stated that the 
digital accounting information systems are pivotal for the data collection and for the 
programming phase. Results show that collecting information in a more secure way 
is needed. 

“Alpha” is a big bank (with more than 2,000 employees and more than 200 
branches in different Italian regions) which is listed on the Milan Stock Exchange 
market, subject to the obligation of the non-financial disclosure. The interviewee,
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represented by the head of financial statements and sustainability, has been actively 
involved in the preparation of (non)financial disclosures since 2016. 

Results show that different actors and data sources are involved in the preparation 
of non-financial disclosure through an unstructured process. IT plays a fundamental 
role in collecting data, even if thus fur the collection of financial and non-financial 
data occurs separately. However, the expectation for the future is to have the same 
data collection tool/software for both the typologies of data required. In addition, the 
interviewee stated that IT provides support also in checking the truthfulness of data, 
not only during the collection phase, but also in the control one. 

“Beta” is an information provider mid cap company which is listed on the Milan 
Stock Exchange market and that employs 2,600 people in 45 Italian operational or 
commercial branches. The interviewees are the head of investor relations and the 
CFO. 

Results show that there are two different systems, one for accounting and the 
other for human resources, which are used to collect all the relevant financial and 
non-financial data. As for the case of “Alpha”, the expectation for the future is to have 
a single system. IT supports the internal control of the truthfulness of data, before 
the external control of the auditors. 

“Gamma” is a service company, which manage different airports, and it represents 
one of the most important airport systems in Italy. The interview has been conducted 
with the controller who is also responsible for the non-financial disclosure. As for 
the previous cases, since Gamma is a listed firm, therefore it is obliged to prepare 
and disclose the NFD. 

Results show that both electronic and in paper format registries are used in 
data collection phase. Differently from the previous cases, financial accounting and 
management accounting areas are integrated and, therefore, there is integration also 
between financial and non-financial information. IT is of a great support in this case 
for the exploitation of data and databases generated by SAP (the software used by 
the firm) by auditors, thus in the control phase. 

Results related to the role of IT in support of the data collection phase, the 
predisposition of NFI and the control of the reliability of data are provided in 
Table 1.

5 Discussion, Limitations and Future Development 

The main aim of this paper is to analyze the role of the digital accounting information 
in the preparation of non-financial disclosure and in supporting the control of the 
reliability of non-financial data. Indeed, previous studies underlined a gap in the 
literature with reference to the use of audit tools and procedures that may be adopted 
in preparing NFI (Alagic et al. 2018; Cohen and Simnett 2015; Curtis et al. 2009; 
Weidenmier and Ramamoorti 2006). While it is common knowledge that IT could 
help collecting and systematizing data, little is known about how it could be done.
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Table 1 Results description 

IT to support the data 
collection 

IT to support the 
predisposition of NFI 

IT to support the control of 
the reliability of data 

Alpha • Different actors and 
different data sources 
involved 

• Unstructured process 

• State of the art: not 
integrated 

• In the future: the same 
society for collecting 
both financial and 
non-financial information 

• Checking of the 
truthfulness in both data 
collection and control 
phases 

Beta • Two systems (accounting 
and human resources) 
cover the data collection 
for all the group 

• In the future: integration 
of a sustainability system 

• In the process of having a 
single ERP 

• Checking of the 
truthfulness of data 
internally, before the 
auditors’ controls 

Gamma • Both electronic and in 
paper format registries 

• Integration between 
financial accounting 
management accounting 
areas and between the 
financial information and 
the non-financial one 

• Exploitation of data and 
databases generated by 
SAP (the software used 
by the firm) by auditors

The study contributes to the literature in several ways. First, it contributes to the 
literature of mandatory non-financial disclosure, by highlighting the relevance of 
having a formal template and a framework in favoring the process of collection and 
predisposition of information and improving the quality of the non-financial reports 
(Doni et al. 2019). 

Second, the research contributes to the literature on AIS, by highlighting the 
relevance of AIS in supporting the process of predisposition of the corporate reporting 
and the control of reliability of financial and non-financial information (Toth 2012). 

Third, the research contributes to the stream of literature which consider an 
AIS/ERP as a facilitator, motivator and even and enabler for the integration between 
the area of financial accounting and that one of management accounting (Lukka 2007; 
Trucco 2015). In fact, the non-financial information, more qualitative in nature and 
future oriented than the financial information push firms to use sophisticated and 
integrated IT system able to create a common database. 

Results of this study provide evidence for the support provided by IT in ensuring 
reliability of financial and non-financial data (Toth 2012). Thus, adopting IT systems 
in collecting NFI provides support for the decision making process as well (Fischer 
2012; Madnick et al. 2009). According to previous studies, indeed, the quality of the 
decision-making process is related to the one of the data produced (Calvasina et al. 
2009; Caserio 2011; Fisher et al. 2016). 

This study provides also evidence that the adoption of an IT system in collecting 
NFI is useful for the integration of different processes and, also, of the different 
disclosures of the company (Broadbent et al. 1999; Karim et al. 2007). More specif-
ically, the gap between financial and non-financial information could be reduced
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(Caglio 2003; Innes and Mitchell 1990; Taipaleenmäki and Ikäheimo 2013). In addi-
tion, more discretion in adopted in the preparation of NFI when investments in IT 
are made (Brazel and Dang 2008). 

To conclude, results of this study largely support the relevance of IT in the control 
of the reliability of data. As argued by Sajady et al. more effective internal and 
external control can be exerted when IT is adopted, since it allows managers greater 
access and control of both financial and non-financial information (Dillon 1999). 

The findings of this study should be of interest to national and international prac-
titioners and standard setters, since it increases the awareness and the relevance for 
firms of having proper AIS able to satisfy different stakeholders’ needs. Firms can 
benefit from the present study in several ways: it can support managers in increasing 
the awareness of having proper AIS. Firms may also benefit from the study in defining 
a new managerial profile able to manage information flows among different functions 
and departments in the firm. Furthermore, it can support managers in choosing the 
level of integration of the accounting system, taking into account the possibility of 
exploiting endogenous factors to increase the level of convergence between financial 
accounting information and management accounting information. 

Within this framework, future research may be helpful in order to extend the 
knowledge with regard to the support of IT in the corporate reporting process and in 
the assurance of the reliability of financial and non-financial information. In doing 
so, some research questions arise: 

– Do firms need to hire some new skills or to develop training courses in the area 
of IT?; 

– Do standard setters or national/international accounting association need to 
develop new standards or rules to help firms in using IT system for the NFI 
creation process?; 

– How policy makers can help firms in supporting the process of IT assurance of 
NFI? 

Finally, the present work lays the groundwork for new frontiers of research. 
Indeed, this research is not without limitations. First of all the research is carried 
out on three case studies in the Italian context, therefore more case studies could be 
analyzed and more countries could be selected in the future development in order to 
do comparison among different setting. Second, the method of the interview is based 
on the perceptions of interviewees; therefore, caution needs to be used to generalize 
results to other companies, which belong to different setting and different industrial 
sector. Furthermore, it could be interesting to extend the context of this analysis 
to other top managers in order to understand the diversity of perceptions among 
different cultures and different managerial roles.
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Nabila Abid, Federica Ceci, Francesca di Pietro, and Francesca Masciarelli 

Abstract The worldwide growing concern for environmental protection compels 
businesses to incorporate green orientation in their strategies. Crowdfunding has 
opened new possibilities to attract investors by encompassing green concerns in 
their agenda. This study investigates the relationship between green orientation and 
UK crowdfunding campaign success. We have used both qualitative and quantita-
tive approaches to build the green orientation index, for which we have chosen 210 
green campaigns out of 720 crowdfunding campaigns. Then we performed a cluster 
analysis to identify three clusters (social enthusiast, green fan, and tech-oriented) of 
green-oriented crowdfunding campaign. We performed a predictive validity analysis 
to identify which cluster is more effective in ensuring the crowdfunding’s perfor-
mance. The results show that tech-oriented obtain the highest value and share a 
positive relationship with the amount raised and crowdfunding’s success. Social 
enthusiast effectively attracts more crowd through the social platform and thereby 
successfully raises funds. Green orientation, however, does not affect crowdfunding 
success or overfunding, which shows that there is a huge difference between the clus-
ters, suggesting that the green orientation itself is not considered so important for the 
crowdfunding campaigns. It also highlights a crucial point the in the crowdfunding’s 
objectives, the realization of the environmental concern, society, and the long-term 
sustainability concern is not promising. 
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1 Introduction 

Crowdfunding is an effort made by an entrepreneurial individual or group to obtain 
funds for their startups via the internet from a large number of contributors without the 
support of financial intermediaries [1]. Entrepreneurs seeking financial support need 
to provide on the crowdfunding platform detailed information about their business. 
The pitch can be considered a concise version of the business plan but one that offers 
a persuasive story and provides a solution to a consumer need. The pitch is crucial 
to secure investors’ attention and has a huge impact on the campaign’s objective, i.e. 
to raise the funds required within a set time [2]. 

The context of green crowdfunding in crowdfunding campaigns has so far been 
overlooked [3]. There are growing concerns about the climate and environmental 
crisis globally [4] is bringing people, investors, and policymakers together [5]. 
Crowdfunding can be the ideal platform to finance green projects or incorporate 
green orientation in existing campaigns to help the global community reduce harmful 
emissions, with a series of initiatives to invest in renewable projects or technologies 
[6]. Crowdfunding campaigns can be seen as a powerful tool to communicate green 
concerns and influence the process and participation in the energy sector [7]. Green 
crowdfunding concern can increase the public support, which can help them raise 
more money for their project [8, 9]. The utilization of green resources and technology 
can also reduce the production cost and enhance operational efficiency. Therefore, 
green positioning can help achieve a competitive edge in the market, build a posi-
tive public image, and attain sustainability in business, society, and humans [10]. 
The crowdfunding phenomenon has been analyzed from various perspectives [2, 11, 
12], however we miss a comprehensive understanding of how the characteristic of 
a crowdfunding campaign affects its probability of being successful. Therefore, in 
order to fill this research gap, we address the following main research question: “How 
the characteristic of green-oriented crowdfunding campaigns influence its success?” 
In the present work we develop a novel taxonomy of green-oriented crowdfunding 
campaign, analyzing their characteristics as well has their probability of superior 
performance. 

We consider the most popular equity-crowdfunding platforms in the UK, Seedrs 
and Crowdcube. We identified three clusters, namely social enthusiast, green, and 
tech oriented. Our results suggest that social enthusiast effectively attracts more 
crowd through the social platform and thereby manage to raise funds for their 
campaigns. Crowdfunding campaigns should stress more to develop interaction 
networks as explained by the campaign extracts reported in the paper. Second, results 
also suggested that tech-orientated campaigns effectively achieve success and over-
funds for the crowdfunding campaigns. For such campaigns, being innovative is 
less risky, and more customers are attracted to the tech-oriented campaigns. Such 
campaigns help achieve the environmental protection goal and increase the efficiency 
to attain the targeted goals. Third, our results also suggest that incorporating green 
concern in the crowdfunding campaigns is not enough for achieving superior perfor-
mance. Raising public awareness towards the surrounding environment can attract
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them more toward the green-oriented campaigns, which can be the possible long-
run success determinant for the crowdfunding campaign. In most UK crowdfunding 
funding campaigns, this concern is not apparent and thereby is not related to the 
success and overfunding of the campaigns. 

We contribute to this stream of work by emphasizing the role of communicators to 
appeal to an audience of potential investors. In addition, we propose a new taxonomy 
that help both investors and entrepreneurs to classify the crowdfunding campaigns 
and we shed light of how green orientation, innovation and social enthusiasm might 
favor firm access to credit. 

The paper is organized as follows. The next section provides a brief literature 
review, explaining also the theoretical framework adopted in this study; then we 
explain our research methodology, which we follow by discussing our results and 
their significance. In the final section we offer the conclusions of the study, discuss 
its limitations, and the directions for future research. 

2 Literature Review 

2.1 Crowdfunding for Sustainable Businesses 

Crowdfunding is a collective effort by the network of people to raise funds for various 
business or nonprofit initiatives [13, 14]. The crowdfunding industry has emerged 
as an effective financing solution which has managed to acquire 16.2$ billion in 
2017 compared to 1.5$ in 2011 [15, 16]. Although, initially crowdfunding acted as a 
platform to raise funds in social sectors in exchange for non-financial rewards [17], 
but with time the connection between crowdfunding campaigns and sustainability 
has started capturing attention from the relevant stakeholders [8, 9, 18]. 

The crowdfunding literature to date, has extensively investigated entrepreneurial 
fundraising efforts and the determinants of success of crowdfunding campaigns (see 
[19], for a comprehensive review), frequently relying on signaling theory [20], which 
is concerned with reducing information asymmetry in the investor-investee relation-
ship, as a preferred theoretical lens to understand investment transactions between 
investors and entrepreneurs [16, 17]. Among the signals influencing external equity 
fundraising, research shows the importance of product certifications from stake-
holders [2, 19, 21], the participation of expert investors [22], information about the 
borrowers or founding team [23, 24], early investors’ engagement [25], third-party 
endorsements [26], as well as company’s past achievements and future developments 
[27]. 

More recently a study from [28] raised the issue that green entrepreneurial initia-
tives, may face significant challenges in accessing financial resources, especially in 
countries with a limited environmental sustainability orientation. 

Pertaining the role of innovation, anecdotal evidence suggests that crowdfunding 
can often help entrepreneurs finance innovative ideas [29], a claim that has been
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overlooked so far by scholars. Many crowdfunding studies have instead focused on 
the effects of informational cues on crowdfunding outcomes [2, 5]. These assume that 
when investors choose which ventures to support, they rely on analytical processing 
to identify and interpret informational cues related to project quality [2, 6]. Some 
scholars have found that project quality cues such as a pitch video, the human and 
social capital of entrepreneurs, and the location of the venture can affect funding 
outcomes [2, 7, 13], but have not examined how sheer innovativeness can affect 
successful funding. 

Since crowdfunding bears the potential to help green-oriented companies and in 
general companies more prone to embrace sustainable business practices [30], in this 
study we explore how company’s sustainable orientation may influence the attraction 
of external capital via crowdfunding. 

2.2 Sustainability and Green Orientation 

Sustainability is a complex concept beyond the comprehension of one single defi-
nition, and different academicians, policymakers, and researchers provide different 
views on what sustainability is [31, 32]. The literal meaning of sustainable is to 
sustain what you have now for present and for future times. The environment is a 
core determinant of sustainability which ensures the protection of the environment 
and humans living in it [33]. Maude [34] further stated that sustainability is all about 
a balance between social, economic, environmental, and cultural setup. According 
to Birdsall [37] sustainability encompasses social well-being with economic growth 
in it. Bocken et al. [34] and Raine et al. [32] argued that sustainability has several 
dimensions, but all revolve around three concepts, people, profit, and the plant, and 
humans and nature are primary stakeholders in the global system. 

In the business world, sustainability refers to the expansion of the financial 
resource hierarchy from one to three levels, including environmental and social 
aspects of the business strategy [35]. The dynamic work is imposing huge chal-
lenges on businesses to stay competitive in changing marketing. Businesses realize 
the importance of involving sustainability in their vision and positioning themselves 
to balance the financial, social, and environmental interests [36]. Soppe [37] empha-
sized that sustainability is not just about creating the balance between the business, 
society, and environment, but the connection must be made for the present and future 
generations. 

There are growing concerns about the climate and environmental crisis globally 
[4] and to sustain life, the protection of the environment is bringing people, investors, 
and policymakers together [5]. Crowdfunding can be the ideal platform to finance 
green projects or incorporate green orientation in existing campaigns to help the 
global community reduce harmful emissions, with a series of initiatives to invest 
in renewable projects or technologies [6]. Kunze and Becker [7] stressed the role 
of crowdfunding campaigns as a powerful tool to communicate green concerns and 
influence the process and participation in the energy sector. This situation, in turn,
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can increase the public support for the campaigns, which can help them raise more 
money for their project, which also addresses the climate issues [8, 9]. 

Calic and Mosakowski [38] reveal that green sustainability-oriented projects are 
more likely to increase the money than non-sustainable projects. However, the study 
of Hörisch [39] find that green orientation of crowdfunding does not share any signif-
icant correlation with the success of the campaigns. Green businesses can serve as the 
means to produce eco-friendly products and services. Incorporating green in the busi-
ness does not only serve the sustainability goals, but the use of green resources and 
technology can also reduce the production cost and enhance operational efficiency. 
Therefore, green positioning can help achieve a competitive edge in the market, build 
a positive public image, and attain sustainability in business, society, and humans 
[10]. 

Most traditional businesses and companies avoid financing green projects or incor-
porating green concerns in their strategy due to the high risk and uncertainty involved 
in it [40, 41]. Despite the enormous gap and scientific relevance of the matter, the 
literature on green crowdfunding is still minimal [3], and the existing research result 
is also mix. 

3 Methods 

3.1 Sample Description 

We analyzed 210 crowdfunding campaigns from the most popular equity crowd-
funding platforms in the UK. The UK accounted for 73% of the entire European 
equity crowdfunding market in 2017 [42]. Crowdcube and Seedrs were the first 
online investment platforms launched in the UK, in 2011 and 2012 respectively. Both 
have grown significantly over time and have attracted start-ups as well as early- and 
growth-stage businesses from a broad range of sectors, including fintech, education, 
food and drink, real estate, and many others. Both platforms are authorized and regu-
lated by the UK Financial Conduct Authority and are ranked respectively first and 
second in the UK equity crowdfunding market in terms of transaction volumes and 
number of start-ups funded. Seedrs and Crowdcube work according to a transaction 
fee business model involving a charge based on the amount transacted and operate 
on an all-or-nothing funding basis—that is, the entrepreneur receives funding only 
if the campaign achieves the preset target amount [13, 43, 44]. In the present study, 
we focused on green-oriented camping, i.e. campaign that present some reference to 
sustainability, green growth, circular economy and similar [45]. 

We collected data on closed crowdfunding campaigns on these platforms in 
the period that goes from April 2017 to March 2019. Closed campaigns refer to 
campaigns that either reached the funding target within the allotted time period (i.e., 
successful campaigns) or where the campaign time had expired (i.e., unsuccessful 
campaigns). The average age of the ventures in our sample was 3.7 years: 24% of
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Table 1 Green orientation 
index 

Word Word count Word Word count 

Environment 96 Pollution 8 

Sustainable 179 Protection 44 

Sustainability 54 CSR 20 

Carbon/CO2 53 Cleaner 14 

Emissions 8 GHG 11 

firms were less than one year old, 53% were between one and five years old, and 
23% were more than five years old. Approximately 30% of the sample ventures had 
achieved the target funding. 

3.2 Operationalization of Variables 

To form the clusters, we used 5 taxonomic variables. We operationalized the 
taxonomic variables as follows. 

3.2.1 Green Orientation Index 

Green orientation index measures the number of Green-related words used in the 
description of the campaign. We constructed the variable applying a content analysis. 
In the past, different researchers [46–51] identify green orientation as a business 
commitment to protect the environment by incorporating environmental goals and 
objective in their strategic plans. To determine the sustainable green orientation 
indicators in crowdfunding campaigns, we followed [52], who identified a series of 
keywords. We have used content analysis to do the word count of green words in 
720 crowdfunding campaigns. The output of word count is then further utilized to 
develop a green orientation index. The word count matrix is used to identify the 
series of green words used in crowdfunding campaigns which depict the campaign 
commitment towards the environment and sustainability. The green orientation words 
and index are displayed in Table 1. 

3.2.2 Science-Based 

Science-based crowdfunding campaigns accelerate innovation and have excellent 
potential to gain success in the global market [53, 54]. Science-based crowdfunding 
campaigns can equally be important for social scientists and potential entrepreneurs 
looking to start their campaigns [54]. The innovation lies a core element of the 
science-based crowdfunding campaigns [53].
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3.2.3 Innovativeness 

Innovativeness is measured by conducting manual content analysis of each campaign. 
Two research assistants analyzed the campaign texts, and the researchers manually 
checked the entire text to understand how innovation was described in the crowd-
funding campaign. We referred to the [55] matrix, which classifies innovation based 
on its alignment to the customer base and technology developments. We consider 
four quadrants of the Leonard-Barton matrix: user-driven enhancement, which refers 
to the search for an improved solution/technology to meet already known customer 
needs; developers-driven development, which refers to the search for a new solution 
to an existing customer need; new application of technology, which refers to the 
search for a new target customer for an existing solution identified through a process 
of market matching; and technology-market coevolution, which refers to the devel-
opment of a new technology and simultaneous identification or development of a 
new customer base [55]. The Leonard-Barton matrix provides two distinct measures 
of venture innovativeness based on the dummy variables Incremental innovation and 
Radical innovation. For further clarification, please refer to [56]. 

3.2.4 Facebook (FB) Like 

Facebook (FB) like is a continuous variable that proxies for company activity on 
social media. We also used three variables to validate the cluster. In order to test 
the predictive validity of the cluster configuration, we used three indicators of 
performances, described as follows, 

Success is a dummy variable taking value 1 if the company reaches the fundraising 
target amount; 0 otherwise. 

Amount raised is a continuous variable calculated as the total amount of funding 
(in GB£) raised by the entrepreneur when the campaign expired. 

Overfunding is a dummy variable taking value 1 if the company raised more funds 
than the target amount (target amount- funds raised >0); 0 otherwise. 

3.3 Analytical Approach 

To identify possible different orientation within the sample, we applied a clus-
tering algorithm to the 200 crowdfunding campaign, using the five variables above 
described. The technique of cluster analysis is useful to summarize the data and, in an 
explorative way, to group the different categories of firms into ‘clusters’ according 
to their similarities or dissimilarities Following the recommendations provided in 
[57, 58], we standardized the taxonomic variables to limit the spurious influence 
of different scales and we employed the Ward’s minimum variance method to form 
clusters.
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We used a two-stage clustering procedure to determine a final solution and to 
minimize the impact of outliers [59]. In the first stage, we conducted a hierarchical 
clustering analysis using Ward’s method and eliminated from the sample the 10% 
of the observations that had the largest multivariate distance from the others (i.e., 
potential outliers). Dendrogram is reported in Fig. 1. Then, to identify the number of 
clusters, we looked for pronounced increases in the tightness of clusters as measured 
by the R2 and the pseudo-F statistic [60], and for managerial interpretability of the 
clusters [58, 61]. The initial Ward’s solution was used to identify the initial seeds for 
the second-stage analysis, in which we used an iterative K-means approach to search 
for improved solutions. The analysis, conducted with the CLUSTER procedures in 
STATA, generated a three-cluster solution containing 109, 62 and 22 observations. 
The three clusters were named social enthusiast (n = 62), green fan (n = 109) and 
tech oriented (n = 22). 

We used several tests to assess the robustness and the validity of the solution. An 
overall multi-variate test of significance using the Wilks’ lambda criterion and the 
associated F statistic indicated that the null hypothesis that the four clusters were 
equal across all defining variables could be rejected with p < 0.0001 [62, 63]. To 
test the statistical power of the configurations, we performed a series of one-way 
comparisons and Kruskal–Wallis equality-of-populations rank test among the three 
clusters using the discriminating variables. Finally, to assess the external validity 
of the proposed configurations [58], we compared clusters against two performance 
indicators, the success of the campaign and the amount of overfunding received. 
Results are reported in Table 2.

Fig. 1 Dendrogram for the 
cluster analysis 
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Table 2 Characteristics of the clusters 

Social enthusiast 
(n = 62) 

Green fan 
(n = 109) 

Tech oriented 
(n = 22) 

F-value or chi-squaredb 

(probability) 

Taxonomic variables 

Green orientation index 

Cluster meana −0.3256 0.1847 −0.0047 5.25 

St. deviation 0.2737 1.2382 0.8710 (0.006) 

Science based 

Cluster mean −1.2728 0.6661 0.2470 101.788 

St. deviation 0.4539 0.3448 0.90005 (0.0001) 

Innovativeness 

Cluster mean −0.35068 −0.3506 2.8373 58.175 

St. deviation 0 0 0 (0.0001) 

FB likes 

Cluster mean 0.35149 −0.1286 -0.3483 6.34 

St. deviation 1.5292 0.5921 0.2357 (0.002) 

Predictive variables 

Success 

Cluster mean −0.2579 −0.0235 0.6273 7.979 

St. deviation 0.8476 0.9917 1.0931 (0.018) 

Amount raised 

Cluster mean −0.1421 0.0061 0.0061 0.39 

St. deviation 0.3686 1.0666 1.0811 (0.679) 

Overfunding 

Cluster mean 0.3007 −0.1281 −0.1639 3.99 

St. deviation 1.2950 0.8764 0.4783 (0.020) 

a Cluster means represent the average values of the taxonomic variables (standardized) for the 
clusters 
b F-values are reported for continuous variables, chi-squared values are reported for categorical 
variables 

4 Discussion of Results 

4.1 Descriptive Validity: Characteristics of the Clusters 

Before analyzing performance differences among the clusters, it is worth examining 
the characteristics of the clusters identified through the analysis. The three configu-
rations can be characterized with respect to their respective group centroids (means) 
of the 4 taxonomic variables (Table 1). The results show that the variables included 
in the model strongly discriminate among clusters.
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Social Enthusiast is composed of 62 firms that present a strong presence on 
the social network Facebook. This cluster represents the second-largest centroid 
among our group. The centroid of the variable “Facebook likes” is higher in the 
sample, followed by “Overfunding.” The social aspect of crowdfunding is mean-
ingful in creating the impact by connecting more with the masses on the campaign’s 
mission. People are drawn to such campaigns over social platforms and connect to 
the vision of the movements, which is meaningful for them. Thereby, such campaigns 
managed to get more funding, and the centroid shows the significant rise of money for 
social enthusiast campaigns. “It’s Not Easy Being Green” to elaborate this statement, 
[64] argued that adopting the green approach does not cost the business but instead 
helps it adapt to more innovative measures to capture new market opportunities and 
raise more money. Therefore, if socially engaged crowdfunding involves more green 
orientation in their campaigns, they would be able to draw more funding. 

Green Fan is composed of 109 firms that present a strong presence on the social 
network Facebook. The centroid of the variable “Green orientation index” is higher 
in the sample. This cluster represents the firms that successfully managed to raise the 
amount, are involved in science-based activities, and have a higher green orientation 
index value than the other clusters. Adhami et al. [45] further argued that people 
assume that the green approach yields minimal business benefits and avoids investing 
energy in it. Bonzanini et al. [65] stressed the importance of the green approach in 
crowdfunding, as it will determine the success (amount raised) and environmental 
protection. According to Kunze and Becker [7] crowdfunding is a powerful tool 
of communication. Our study suggests that the green approach shares a positive 
association with the amount raised and the science-based practice of the campaigns, 
which impose directions for the other campaigns to identify the benefits of the green 
approach for both the movement and the surroundings as a whole. 

Tech Oriented is composed of 22 firms that present a strong presence on the 
social network Facebook. The centroid of the variable “Innovativeness” is higher in 
the sample. Moreover, also the variable “Science-based” is positive in the sample. 
Those two variables are interpreted together to understand a cluster of campaigns 
oriented toward innovativeness and new technologies. The positive values of the 
amount raised, and success imply that the tech orientation approach is practical to 
draw more money and success for the crowdfunding, focusing on innovative and 
science-orientated strategies and activities of the campaigns. According to Ordanini 
et al. [66], crowdfunding with an innovative and tech-orientated approach can attract 
more consumers and successfully create a good-will impact. However, little stress 
has been given to the elements that can accelerate the green path in crowdfunding 
platforms [28]. Green orientation is more legitimate and fosters the resources needed 
to survive and expand the activities in the early and later stages of the profit and 
nonprofit entities [67]. Although tech orientation campaigns successfully get more 
money with science-based and innovative measures, the number of the campaigns is 
very small compared to other clusters. Therefore, the crowdfunding platforms must 
realize the importance of technology, science, and innovative green measures to the 
campaign’s success and the well-being of the surroundings.
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4.2 Predictive Validity: Performance Differences 

The study targeted UK crowdfunding campaigns, and Table 2 explicitly describes 
three clusters: social enthusiast, green-oriented, and the variables success, and 
amount raised to determine which cluster has more potential to channel the perfor-
mance of the campaigns. Table 2 sheds light also on the impact that the positioning of 
the campaign have on their performance. The results provide evidence of predictive 
validity, as we found significance differences among the three configurations with 
respect to most of the variables used to validate clusters. Whilst the three groups 
display significant differences in the success of the campaign (Chi-squared = 7.979, 
with p < 0.05) and in the access to overfunding (F = 3.99, with p < 0.05), they do 
not display equally large differences in the ability to raise money with the campaign 
(F = 0.39, with p > 0.1). 

This leads us to formulate three possible suggestions. First, social enthusiasts 
can go viral and successfully manage to raise funds for their campaigns. Colombo 
et al. [12] also suggested that it’s straightforward to reach more customers or potential 
investors if crowdfunding campaigns utilize different social media platforms. Crowd-
funding campaigns should stress more to develop interaction networks as explained 
by the storii care and fobo campaigns in Table 3. Social enthusiast campaigns leverage 
on network externalities, which will help crowdfunding campaigns reach the masses 
and increase the amount raised obtaining overfunding.

Second, positive coefficient values of success (0.6273) and amount raised (0.0061) 
suggested that tech-orientated campaigns effectively achieve success and overfunds 
for the crowdfunding campaigns. For the campaigns, being innovative is less risky, 
and more customers are attracted to the tech-oriented campaigns. Such campaigns 
help achieve the environmental protection goal and increase the efficiency to attain 
the targeted goals (Table 3 e.g., Fresh rang and recycling technologies). 

Third, a positive value of the amount raised by 0.0061 implies that green-
oriented campaigns can increase the amount. Still, the negative results of crowd-
funding success and (−0.0235, −1281 respectively) show that incorporating green 
concern in the crowdfunding campaigns is not enough. Kubo et al. [68] argued 
that could achieve the success of the campaigns without including the environ-
mental concern in the company code. Still, in the dynamic competitive environ-
ment, just social and tech concerns will no longer be compelling. Raising public 
awareness towards the surrounding environment can attract them more toward the 
green-oriented campaigns, which can be the possible long-run success determinant 
for the crowdfunding campaign. In most UK crowdfunding funding campaigns, this 
concern is not apparent and thereby is not related to the success and overfunding of 
the campaigns [69–74].
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Table 3 Excerpts from the text 

Cluster name Example of campaigns 

Social enthusiast “Being the world’s first proactive hybrid dating business, we have 
successfully created a business platform where we have merged social media, 
online dating, and offline events. Hence, people have an opportunity to 
expand their network both online and offline. By providing a “favorable 
offline” option to connect with people, our business has bridged the gap to 
re-empower interpersonal relationships. After successfully testing groups in 
Manchester, Liverpool, Chester, and maid stone, we launched our social 
groups and gained 2600 members in the first five months of the launch. Today 
we have 240 groups on Facebook and groups in Canada, Australia, and the 
USA”. (Fobo) 
S”torri care is established with a vision to set person-centered care goals 
worldwide. In the health care sector, we have embraced digital technology 
than simply relying on paper-based manual systems. storii care is determined 
to provide care management systems to the people and encouraging more 
person-centered changes in the health care industry. Staff in care sectors use 
our platform on cell phones or desktop devices to evidence the care. Staff can 
also provide access to the user profiles, share memories, pictures, videos, and 
life stories that help relatives connect to them from anywhere in the world and 
helps inspiring others facing similar issues. We thereby created a community 
where staff uses this content for person-centered therapy. On social 
platforms, we describe our clients as “the Facebook for care.” (Storri care) 

Green fan “In the UK alone, there are around 50 million tyres that are discarded, every 
year. These are a huge potential hazard to both the environment and human 
health. Our specially designed “Mishergas Process” will aim to eventually 
clean up at least 10% of the waste tyres in this country. Not only that, we plan 
to convert them into saleable commodities; these will be oil, recycled carbon 
black and steel. By recycling the oil from the tyres, we believe this will reduce 
the need for fracking and by refining the carbon black and collecting the steel, 
it also will cut down on the necessity for minin.” (Mishergas Energy) 
“The world has been facing dire energy challenges and the consequences of 
carbon discharge. To meet the challenges of climate change, we are striving 
to build “Green,” eco-friendly sustainable buildings for housing, schools, and 
businesses and effectively addressing the climate challenge. The growth rate 
is 18% for green buildings, which is expected to rise to 50% in Europe by 
2050. The sustainable modular is designed to enhance energy-saving with 
minimal carbon output, green roofs, enhanced security systems with smart 
technology features. The development of these building specifically focuses 
on using resource efficiently with less waste and more labor productivity with 
just 2–3 days installation time” (Green unit) 

(continued)

5 Conclusions, Limitations, and Future Research 

The study intended to explore how green-oriented crowdfunding campaigns posi-
tion themselves in the market and what their expected outcomes. We have applied 
both qualitative and quantitative approaches to identify, develop and analyze the
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Table 3 (continued)

Cluster name Example of campaigns

Tech oriented “There is 200£ billion food industry working in the UK; still millions of 
people are facing diet-illness and shortened life span. On the one hand, 
farmers are paid less, and there are fewer retail platforms for consumers and 
producers; on the other hand, a handful of retailers and food companies are 
generating billions of pounds. We provide a secure technology platform 
connecting small or massive producers with suppliers on short or fast supply 
chains. This technology infrastructure performs multi-functions, from 
emphasizing the sourcing diet to connecting with local farmers, makers, 
fisherman, and bakers, enabling retailing and catering customers from both 
public and private sectors. This technology channel helps small producers 
earn adequate and help customers eat healthy, affordable, fresher food with 
provenance”. (Fresh range) 
“Plastic footprints impact all types of life on this planet; among the whole 
plastic waste, only 12% is subject to recycling, the member, so f UK plastic 
pact represents 80% of the plastic packaging, and they intend to use 100% 
recyclable packaging by 2025. Intending to provide recycling solutions to the 
world, we have established recycling technologies and signed the new 
plastics economy global commitment to eliminate plastic waste. We have 
developed a machine “RT7000” which recycle plastic in more economy and 
commercially attractive way. This machine turns plastic into a product called 
PLAXX, which is used to make wax and new plastic products. In Swindon, 
the RT7000 is deployed to “recycle the unrecyclable” to explain films, 
plastics, trays, and caps. Laminated packaged etc.” (recycling technologies) 

constructs. In the first part of the study, we developed an exclusive green orien-
tation index and we used it to perform a cluster analysis over UK crowdfunding 
campaigns. We divided the 210 campaigns identifying three clusters: social enthu-
siast, green fan, and tech-oriented campaigns. The three cluster has been tested to 
validate their predictive validity to determine which clusters have better performance. 
The results suggested that tech-oriented is most compelling to achieve crowdfunding 
success among the three clusters, followed by the social enthusiast. People tend to 
attract more toward the tech-oriented campaigns as they think of them as less risky, 
and social enthusiast campaigns can draw sufficient attention by utilizing various 
social media platforms. Moreover, result shows that green-orientated campaigns do 
not cause crowdfunding success and overfunding. The reason could be the restricted 
number of the campaigns, which focuses more on the success of the campaign, which 
they could achieve without incorporating the green orientation in their mission.

Our study offers the following managerial and policy implications. First, crowd-
funding managerial lines tend to lean more toward success and growth and are not 
focusing much on the green orientational aspect in their business strategies. It’s an 
ethical and moral duty of crowdfunding campaigns to consider the environmental 
aspect. Second, investors are attracted toward less risky campaigns or campaigns 
that attract sufficient public attention using social media platforms. Thereby, it’s the 
duty of the legal legislators and policymakers to raise awareness in the public and 
potential investors regarding environmental concerns and at the same time, devise
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and implement environmental policies on crowdfunding campaigns and evaluate the 
results to avoid deviation and ignorance. 

Our research has some limitations. First, we focus on green oriented campaigns 
while future studies could enrich our analysis using a larger dataset. Second, our 
analysis is confined to the context of equity crowdfunding and does consider venture 
capitalist, rewards-based crowdfunding, business angels, and could provide impor-
tant insight to test our proposed taxonomy. In addition, we focus on one single 
country (UK) and we are therefore unable to catch cultural differences in crowd-
funding campaigns. Finally, as with most research on crowdfunding, we adopt a 
cross-sectional perspective that might limits our insights pertaining the longer-term 
effects of costly and costless signals on successfully obtaining equity crowdfunding. 

Despite of these limitations which open up new directions for future studies, we 
do believe that this research presents important findings that will be useful to both 
practitioners and scholars interested on new form of entrepreneurial finance, i.e. 
equity crowdfunding in the context of sustainability and green orientation. The future 
research can consider venture capitalist and reward-based crowdfunding with green 
orientation variables in a larger context. In future, the green orientation phenomenon 
could be explored in different business models to explore what type of model support 
the deployment and promotion of green orientation. Our analysis provides investors 
and entrepreneurs with useful guidelines, that explore the specific characteristics and 
the peculiar features of each campaign. 
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Playing (with) Sustainability: 
A Multi-purpose Gamification Case 

Alessia Zoppelletto and Roberta Cuel 

Abstract The paper analyzes the Gamindo case study, a multi-sided digital plat-
form that offers gamified services to answer the needs of three different categories 
of actors: firms, non-profit organizations, and gamers. The analysis focuses on the 
interdependencies between actors/stakeholders on an intermediary digital platform 
which acts as a focal firm in the digital business ecosystem. The paper adopts a 
qualitative methodology to analyze a four-year longitudinal case study of an Italian 
startup. Together with direct observation and participation in the development of the 
startup ecosystem in its early stages, the authors collected secondary data, interviews 
and organized several focus groups. In the rapidly evolving context represented by 
the game industry, the selected case study highlights the growth of a highly innova-
tive digital platform ecosystem combining new mutual relationships between actors 
in a market. The Gamindo ecosystem can be seen as a catalyst for purpose-driven 
complementary actors willing to address the challenges of sustainability resulting in 
positive externalities for the environment and society as a whole. The paper theoret-
ically contributes to the rapidly growing body of literature investigating both gami-
fication for business and business ecosystems. It also contributes to existing CSR 
literature by providing new insights on how intermediary platforms may play a role 
in the spread of the innovative practices connected with sustainability outcomes. The 
practical implications of the paper demonstrate how purposed-advergames can be 
used by firms to develop CSR activities; how non-profit organizations might raise 
money from networking externalities and the involvement of gamers/donators; and 
how Gamindo orchestrates a multi-purposed game ecosystem. 
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1 Introduction 

In 2021, 1 billion online gamers worldwide (China, South Korea, and Japan included) 
are estimated to have added $21.1 billion to global revenues. The Covid-19 pandemic 
emergency increased these numbers by 22% and in 2025, online gaming audiences are 
estimated to surpass 1.3 billion [7]. Game markets, serious games, purpose games, 
and gamification have received increased attention by marketing firms and CSR 
departments in both public and non-profit organizations. Intermediaries have thus 
met this market by providing game solutions for companies that need to offer different 
services for inhouse training, consumer advertising, and brand awareness to name 
but a few. 

The scenario described above calls attention to the fact that gaming platforms are 
becoming collaborative environments that support the co-creation of value, similar 
to what happens in any inter-organizational business network [24]. 

Marchand and Hennig-Thurau [20] point out that the phenomenon of techno-
logical platforms within the digital game industry sector is increasing as a result 
of the disruptive transformations which occurred within its value chain [22]. These 
gaming platforms can be analyzed using the digital business ecosystem framework 
because digital platform ecosystems comprise a “platform owner that implements 
governance mechanisms to facilitate value-creating mechanisms on a digital plat-
form between the platform owner and an ecosystem of autonomous complementors 
and consumers” [16, p. 90].  

The paper provides empirical studies within the framework of business ecosys-
tems by investigating “longitudinal, within-industry or cross-industry research 
linking changes in modularization with the emergence and growth of ecosystems” as  
suggested by Jacobides et al. [18, p. 2267]. A four-year longitudinal case study is 
proposed: Gamindo, a multi-sided platform, acts as an intermediary digital platform 
providing gamified services to three different types of actors. The paper focuses on 
the interdependencies between the different stakeholders involved in the platform. 

This case study aims to provide insight into the emergence of the phenomena 
of multi-purpose gamification ecosystems. In particular, the study focuses on how 
intermediary platforms may play a role in the spread of new practices connected with 
sustainability outcomes. 

In the next section, the literature review is sketched out, and the methodology 
is described in Sect. 3. The case study is presented and analyzed in Sects. 4 and 5, 
followed by the discussion and conclusions.
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2 Literature Review 

2.1 Business Ecosystems 

The term digital business ecosystem was initially referred to as a “…collaborative 
environment made up of different entities that co-create value through information 
and communication technologies [21, 25]. 

In the last decade, however, ecosystem literature has drawn attention to the concept 
of “ecosystem” as a new category to describe the environment [14, 18]. For example, 
the bibliometric analysis in [27] shows a citation network of over 300 selected papers 
on this topic, and the academic debate has made significant steps towards a systematic 
analysis of this concept. 

A useful definition of the ecosystem concept was given by Adner [1, p. 2] as  “the 
alignment structure of the multilateral set of partners that need to interact in order 
for a focal value proposition to materialize”. 

Furthermore, a recent study [18] gave an important contribution to a theory of 
ecosystems by drawing a crystal-clear distinction between ecosystems and enti-
ties like markets, alliances, or hierarchically managed supply chains. According 
to this study, ecosystems are typically formed by a set of actors experiencing 
(different degrees of) complementarities in production and consumption. Hou and 
Shi [17] suggest that a coevolution view helps in understanding the complementar-
ities between actors, and how affiliation in ecosystems occur and allow the focal 
firm to continuously innovate. Jacobides et al. [18] also differentiated between busi-
ness ecosystems (focused on a particular innovation or value proposition), innova-
tion ecosystems (explicit innovation), and platform ecosystems (how actors organize 
around a specific platform). 

Studies on platform-based ecosystems have attempted to define different cate-
gories of platform ecosystems, such as industry platforms, digital platforms, multi-
sided platforms, etc. [12, 15, 19, 28]. Indeed, by analyzing a wide range of industry 
platforms Gawer and Cusumano [12] identified internal or company-specific plat-
forms and external or industry-wide platforms as the two predominant types of plat-
forms. However, we can find other distinctions in literature such as the one proposed 
by Hein et al. [15] regarding digital platforms which “combine and deploy technolo-
gies in new ways to incubate and coordinate an ecosystem of supply and demand” 
[15, p. 88].  

Most studies regarding digital platforms also consider the role of the leading firm 
or orchestrator [8, 13] since ecosystem platforms are centered around a technology 
platform comprising a core and a periphery [4–6, 12, 23, 26, 29].
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2.2 Gamification and Sustainability 

As pointed out in the extensive review [20], the game industry sector has undergone 
great transformation over the last decade and game mechanics have been applied 
to ethical cause-related initiatives [11] by developing serious games, or games on 
purpose. On the one hand, games on purpose develop new attractive methods of 
learning, developing knowledge or skills in an engaging and motivating way [3]. 
On the other, serious games employ game mechanics or gamification to educate and 
change patterns of experience and/or behaviors [9]. 

The diffusion of mobile technology represents a remarkable opportunity to 
leverage sustainability action into taking advantage of the resulting new channels of 
communication. Through games companies can capture the full attention of players 
by engaging them in stories, activities, actions, advertising banners, brands, etc. As 
underlined by Alilnikula et. al. [2, p. 247], “mobile technology offers great opportu-
nities for renewing corporations’ sustainability agenda” since they can engage with 
gamers who are potential customers. 

An increasing number of intermediary platforms that combine gaming with 
sustainability issues are springing up across Europe: the authors identified six innova-
tive digital intermediary platforms and summarized a number of their most significant 
features in Table 1.

The first intermediary presented is GreenAPES, a platform that provides services 
to three different stakeholders: the public actor, enterprises and individuals. On the 
platform any public administration can develop virtual and real games to encourage 
citizens to change their conduct into more sustainable attitudes, and to measure 
and reward their sustainable behaviors. The public actor can decide which actions to 
reward (mobility, waste management, participation and volunteering, energy savings, 
local consumption, etc.), by developing a game and a scheme of incentives and 
rewards. Enterprises can benefit from the platform to attract consumers who are 
attentive to sustainability issues, and involve citizens in loyalty programs by using 
the platform to develop corporate social responsibility projects and strategies (CSR). 
GreenAPES also offers tailor-made solutions to involve company employees in CSR 
projects. Finally, even single individuals can benefit from the platform by partici-
pating in and developing a community which shares good practices and promotes 
the adoption of new eco-innovative processes and habits. 

The second intermediary is Gamindo which involves enterprises, non-profit orga-
nizations and users. With Gamindo the user/gamer can donate to specific social 
projects by playing video games. The economic resources donated to the campaign 
receivers do not come directly from the users, but from CSR investments undertaken 
by enterprises that have the opportunity to customize the games transforming them 
into an advergame. This will be used to sponsor products, services, and brands in the 
games available on the platform. Receivers, usually non-profit organizations, obtain 
donations through the platform simply and transparently. 

DonaApp is the third intermediary platform proposed and involves companies, 
non-profit organizations and users. Users can transform their purchases made in
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Table 1 Intermediary platforms: stakeholders involved 

Stakeholders involved by the intermediary platform 

Intermediary For profit Users Non profit Public sector Intermediary 
payoff 

Intermediary 
founded in 

GreenAPES ✓ ✓ ✓ “The social 
network for 
environmental 
sustainability” 

2014 

Gamindo ✓ ✓ ✓ “Donate by 
playing video 
games” 

2018 

Donapp ✓ ✓ ✓ “Put together 
companies and 
non-profit 
organizations, 
allowing 
consumers to 
donate “at zero 
cost” by buying 
goods and 
services online 
or physically in 
the shops that 
join the circuit” 

2013 

Charity miles ✓ ✓ “Walk, Run, 
Bike for a 
Cause” 

2012 

Treedom ✓ ✓ “Let’s green the 
planet” 

2010 

WeGiveIt ✓ ✓ “Digital for 
Brands with 
Purpose” 

2015

different shops into donations through the platform. Companies can develop a 
campaign of cause-related marketing through Donapp and at the end of the campaign, 
the company can convert its budget into a specific donation after considering the 
preferences expressed by its customers. 

Charity Miles is an intermediary for users and non-profit organizations that enables 
people to earn money for charity whenever they walk, run or bike. On this platform, 
a community of people sharing the same interests (sport) is created by building 
a scheme of incentives, prizes and rewards. Many people raise money by doing 
activities like marathons and taking part in running events. The more money users 
earn for their selected charity, the more chances they will have to win cool prizes 
from the platform’s sponsors. 

The fifth intermediary is Treedom which involves enterprises and users. Through 
the donation of users or firms, Treedom finances rural/farm enterprises that want
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to plant trees in Asia, Africa, South America and Italy. The platform supports their 
work in the early years when the trees are still not productive. Farmers receive 
know-how and technical support for planting and tree management, and the trees 
are photographed, geographically localized, and monitored by Treedom over time. 
Through its planting activities, Treedom contributes to the achievement of ten United 
Nations Objectives to ensure a sustainable future. 

The last intermediary presented is WeGiveIt and involves enterprises and non-
profit organizations. The platform works with ethical businesses and charities by 
helping to optimize their digital brand presence and develop their cause marketing 
strategy. The platform mediates the needs of charities, that ask for help in navi-
gating a digital transformation, and enterprises that need advice on incorporating 
their sustainable activities/side into their overall marketing and business strategy. 

The study recognizes the need to provide extensive insights into the field of 
purpose gaming and to answer the research question by investigating the case of 
an Italian startup that represents an intermediary in the purpose-driven gamification 
market. 

3 Methodology 

To provide a more in-depth understanding of the business model, the processes, the 
interdependencies among actors of a digital ecosystem platform, the paper investi-
gates one of the above-mentioned intermediary solutions, namely Gamindo. It is an 
innovative startup that connects different actors (for-profit, non-profit and gamers). 
Gamindo can be considered as a digital platform ecosystem which produces inno-
vation for the single participant: (i) the contributors (usually profit firms that invest 
in Corporate Social Responsibility—CSR); (ii) non-profit organizations that require 
funding for social projects; (iii) the users or gamers that desire to play and spend 
their time fruitfully donating to non-profit organizations. The authors also selected 
Gamindo because one of the authors was actively involved in the startup’s strategy 
definition from 2018 to 2021 as well as in the preparation of the business plan. 

In line with [10, 30], an explorative case study was conducted to analyze the 
phenomena of a purpose-driven ecosystem, taking into consideration multi-purpose 
gamification. Data was collected during the whole process, at several points of 
time, and a blueprint was developed (see Fig. 1) to better understand how the 
purpose-driven ecosystem was created. The evolution of the intermediary involved 
the following phases: (1) foundation and beta testing, (2) incubation period in a 
startup accelerator, and (3) systematic growth.

Nicolò Santini developed the original idea for Gamindo in 2018 during his master’s 
thesis project. Soon a second founding member, Matteo Albrizio, decided to join the 
project and several game developers were onboarded. During this first stage of the 
Gamindo evolution, the business plan was written, and partnerships with enterprises 
and non-profit organizations were developed. Thanks to these activities, the initial 
funds were raised, and the first beta test of the platform took place. After having
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Fig. 1 Gamindo blueprint. Source Author’s elaboration

analyzed the collected data, the authors called the first year of Gamindo “foundation 
and beta testing”. 

Not long after, the well-known startup accelerator, Plug&Play, incubated Gamindo 
allowing them to develop the beta version of the platform and, thanks to the compe-
tencies acquired during the incubation period, the project was refined, in particular 
concerning its blueprint and hardware investments. This second phase, which lasted 
another year, was entitled the “incubation period in a startup accelerator”. 

From 2020 onwards the startup platform experienced a phase of “systematic 
growth”; the team has and is still expanding with six new job offers now available 
on the Gamindo website. Moreover, several important partnerships have been estab-
lished both with large companies (e.g., Nespresso, Coca-Cola) and non-profit organi-
zations (e.g., WWF, Emergency) and the number of gamers all over the world is still 
increasing. Additionally, from the financial standpoint, in August 2021 the Gamindo 
founders ask for a capital injection of e450,000 and, thanks to new investors, the 
Gamindo shareholder composition changed. 

For the case study, data was collected from participant observation, personal 
interviews, and by collecting written material both online and offline; for example, 
published official documents, internal documents, articles, and company brochures: 
see Table 2.

By using the theoretical framework of digital business ecosystems and a qualitative 
narrative approach, in the following section we analyze the multi-purpose gamifica-
tion ecosystem where the Gamindo intermediary operates. Each stakeholder involved 
in the ecosystem will be analyzed utilizing the narrative of the Gamindo founders by 
directly quoting their words during interviews.
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Table 2 Data collection. Source Author’s elaboration 

Collected data Number Note 

Phase 1: Creation and beta testing 

Focus Group 5 At the beginning (May 2018), five different focus 
groups led to the definition of the business plan. The 
protagonists were the two founders, and two 
business angels: a research fellow in the University 
of Verona and an accountant 

Direct observation 2 On two different days, one before the creation and 
one after the definition of the business plan, the 
startup pitched the business idea to investors 

Internal Document 1 A business plan was shared by the startup with 
investors and business angels in order to participate 
in a national contest on research and innovation, the 
so-called PNI, Premio Nazionale per l’Innovazione
- National Prize for Innovation 

Direct participation 3 Three days of activities for beta testing the platform 

Phase 2: Incubation period in a startup accelerator 

Online published 
Internal document 

1 A document on the crowdfunding campaign was 
published by the startup to benefit from the 
opportunity to participate in an accelerator phase at 
Plug & Play (San Francisco incubator—USA) 

Interviews 3 During phase 2, three informal interviews took 
place with the two startup founders to understand 
the development of the incubation phase 

Direct observation 4 During direct observations, researchers participated 
in meetings to discuss the strengths and weaknesses 
of the digital platform, and the business process 
analysis of any inefficiencies. Researchers also 
participated in the repetitive testing of the new 
advergames in this phase 

Phase 3: Systematic growth 

Interviews 1 During Phase 3, one structured interview was 
conducted by the intermediary on the topic of the 
future of the platform and the stakeholders involved 

Notes from direct observations 20 pages Notes were taken during all the phases of the 
project. Official documents, internal documents, 
articles, and company brochures were consulted

4 Case Presentation 

The Gamindo digital platform provides branded video games aimed at both 
promoting company products/services and involving gamers to play. This enables 
the company to donate to non-profit organizations. 

In practice, the platform contains a list of advergames, each one a branded casual 
game designed by Gamindo for a specific company. Casual games are very simple
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video games targeted at a wide, mass-market audience with a very simple set of rules, 
and shorter sessions and less learned skills than hardcore games. The advantage of 
these games is that they can be played anywhere and at any time by everyone. The 
casual games can be customized according to the specific needs of a firm or chosen 
from a list—a game catalogue—and then branded by the Gamindo team. The cost 
to the company depends on two factors: the development of the advergame/related 
advertising campaign, and the investment in CSR in the form of a donation to the 
third party. 

This number of games allows players to collect coins (or stars) and then choose 
where to allocate them among the non-profit social projects available in a specific 
Gamindo catalogue. The virtual coins are transformed into a real economic value and 
given to third parties, usually specific social projects undertaken by non-profit orga-
nizations, via company CSR campaigns. As a result, gamers donate just by spending 
time on the platform and playing, companies improve their CSR campaigns, and 
non-profit organizations get their project funded. To ensure maximum transparency 
on how funds are allocated, the gamers themselves allocate the coins and choose 
the specific social project. Moreover, once a social project is completely funded, the 
gamer will receive feedback informing them on how the money has been donated 
and has been used by the institution. The founders call Gamindo a “win–win-win 
platform” on which users have fun and donate without spending money, companies 
promote their brand in an engaging CSR game, and non-profit organizations raise 
funds. Everything is done in a transparent manner raising the trustworthiness of the 
platform. 

5 Case Analysis 

Gamindo represents the orchestrator platform of an emergent business ecosystem 
based on a digital platform that develops a technological standard and creates and 
maintains ties between three groups of stakeholders: profit firms, non-profit orga-
nizations and gamers. Gamindo is an intermediary providing disruptive innova-
tion because: (1) firms draw on advergames and implement CSR activities, (2) 
users/gamers become involved in donation, and (3) non-profit organizations gain 
increased economic sustainability for their social projects. 

As schematized in Fig. 2, Gamindo has changed the relationship between firms, 
clients, and non-profit organizations by mediating their bond and gathering the 
different needs of stakeholders. Moreover, Gamindo adds value to the whole network 
as well as enabling trustworthiness and transparency. In this multi-purpose gamifi-
cation ecosystem, the intermediary manages a technological standard represented 
by the development of advergames customized to the specific needs of single stake-
holder: each game can be considered a digital envelope in which data utilization is 
collected and managed by the orchestrator.

As shared by one of the Gamindo founders:
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Fig. 2 CSR enterprise strategy with and without the Gamindo digital platform

A multinational corporation for whom we will make a game in September [2021] contacted 
us saying that we are the only ones in the world offering this particular service. 

In the following subsections each stakeholder contribution, needs and peculiarities 
will be discussed in detail, and if and how the intermediary induces stakeholders to 
adopt new behaviors. 

5.1 Enterprises 

Enterprises are one important actor involved in the ecosystem. Their contribu-
tion concerns the investments in CSR made and converted by the platform into 
donations as well as their requirement to engage with potential customers through 
sustainability-oriented advergames. In these advergames, the online promotion of 
the brand is perfectly integrated into the videogame. 

Our bet is that the interaction of the videogame creates an engagement with the potential 
customer that is stronger than the one provided by an image or a video. These traditional 
ways of promoting a business do not guarantee a high level of attention from the audience 
that looks at your content. Therefore, one euro invested in Gamindo has more value than one 
euro invested in traditional forms of advertisement (e.g., television or radio). Moreover, firms 
also obtain benefits in terms of reputation by using a form of socially responsible advertising 
that allows the linking of advertising with CSR (Founder of Gamindo). 

Gamindo represents an innovative way to conduct CSR. The platform allows the 
creation of new languages to engage potential consumers, and to increase a company’s 
impact from a social and environmental perspective as well as the brand reputation 
of companies investing in CSR. 

It is interesting to note that the Gamindo solution might induce changes in the 
internal organizational coordination processes of profit firms. One of the founders 
pointed out that often Marketing and CSR departments do not interact, but in using
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Gamindo, they need to cooperate since the advertising campaign has a strong social 
impact. In other words, the sustainability strategy of the firm needs to be combined 
with the marketing one. “To exploit the platform benefits is not always easy because 
in large companies the Marketing Department that deals with the advertising and 
the CSR Department that deals with social responsibility do not speak to each 
other. If we simply want to deal with Marketing Departments and not care about 
the social impact, we would probably put in 70% less effort because the hardest 
part is connecting these two worlds inside the company that, in most cases, do not 
communicate”. (Founder of Gamindo). 

5.2 Individual Users or Gamers 

Individual users choosing Gamindo to play casual video games answer their need 
to donate without spending or asking for transparent financing of social projects. At 
the same time, they effectively contribute to the platform ecosystem by impartially 
allocating economic resources (the collected coins). 

What is peculiar to this gaming ecosystem is that the target users are mixed: 
“The gamer that plays this kind of advergame isn’t the “typical nerd” that comes 

into the mind of all of us when we think of video game players” (Founder of Gamindo). 
Gamindo addresses the “casual gamers”, people who play video games in their free 
time and enjoy simple games. These people instead of choosing games that have a 
lot of annoying advertisements during the game experience (such as banners) use the 
intermediary platform that does not have invasive advertising and where they can 
also have the social benefit of converting their time into donations. 

The Gamindo platform also has positive externalities since by giving users rewards 
(coins) or incentives (e.g., best player ranking), the platform motivates people to play 
in order to see the results of their positive actions. 

In this way, the platform sets the conditions to achieve the economic sustainability 
of social projects over time: in the future, Gamindo will also allow users to directly 
donate their private resources inside the platform. 

5.3 Non-profit Organizations 

Non-profit organizations are the beneficiaries of the platform and can be divided 
essentially into two classes: the international non-profit organizations, which are 
well structured and operate in various countries, and the smaller and less articulated 
local organizations. 

Gamindo offers non-profit organizations the possibility to collect resources 
through engaging in fundraising activities. Non-profit organizations present valu-
able social projects that can be included in the platform and selected by users. Their
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objective is to collect economic resources (or donations) to finance social projects 
and sensitize the population to those important causes. 

For the Third Sector, the value of the platform is represented by its ability to raise public 
awareness about social causes, increase confidence in nonprofit organizations by incre-
menting transparency and, above all, raise funds to help in guaranteeing their economic 
stability in the long term (Founder of Gamindo). 

Through its innovative services, Gamindo induces non-profit firms to be proac-
tive in presenting their projects to the platform, thus helping these organizations to 
communicate the value and the importance of their work. 

5.4 The Future of the Multi-purpose Gamification Ecosystem 

To conclude, this new ecosystem has substantial growth potential. In the words of 
one of the Gamindo founders: 

In the future, many new players are going to increase in number and join the ecosystem. For 
instance, nowadays the eSports industry is growing, and the visors industry is developing its 
technology. Additionally, new dimensions are going to be part of the world of video games, 
let’s think for example about the potential of the music industry. Just to give an example of 
the magnitude that the following developments can have in this market, let’s think of Travis 
Scott’s concert that took place inside the Fortnite game in April 2020, which was followed 
by 27.7 million players. Moreover, Burger King’s case was interesting too, because it put 
together the world of enterprises with the real world through a game: if you won something 
in the game, then you received a free coupon to have a food product in real life. (Founder of 
Gamindo). 

Moreover, regarding new potential competitors, the point of view of Gamindo is 
very clear: 

Currently there are no direct competitors that use video games like Gamindo does but there 
are still competitors who use gamification to give people the opportunity to donate, such as 
Charity Miles. We hope that new players will increase in this sector (also companies that will 
do similar things to us) because this means that there is a market, that this market attracts 
collective attention and that there is demand. This is a very positive thing that happened to 
other innovative startups in the past. For example, Just Eat started in 2000 and in 2011 other 
competitors entered the market (for example Deliveroo, Foodora). Since then, Just Eat has 
not declined, on the contrary, it has grown even more (Founder of Gamindo). 

6 Discussion and Conclusion 

This paper focuses on the impact of multi-purpose gamification ecosystems by 
presenting the case of Gamindo, an intermediary that developed an innovative 
digital platform based on purpose gaming. As stated by Gawer and Cusumano [12], 
digital platforms have enabled significant industry transformation and created new 
foundations for ecosystem innovation.
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In the last ten years, the game market has seen the growth of new digital gaming 
platforms, with a particular orientation to sustainability issues, founded by interme-
diaries that have started to mediate the relationship between different actors (enter-
prises, users, non-profit and public actors) in order to address a sustainable challenge. 
These multi-sided platforms offer gamification services to encounter the needs of 
very different actors, highlighting the emergence of the phenomena of multi-purpose 
gamification. 

In this new scenario, Gamindo emerged as a frontrunner in sustainability-oriented 
digital gaming platforms: the intermediary was able to exploit not only the benefits 
connected to network externalities, but it also represents the first mover and the 
orchestrator in this particular ecosystem. 

In this study case, the ecosystem itself does not produce innovation only for the 
end-user but does so for every single participant in the ecosystem, namely both 
contributor and user. 

Because sustainability is a global issue and requires to be addressed in a collabo-
rative manner from different stakeholder perspectives, this case study highlights the 
potential of a multi-purpose gamification ecosystem to represent an innovative way 
in guaranteeing the economic sustainability of social projects in the long term. The 
Gamindo ecosystem can be seen as a catalyst for purpose-driven actors—for-profit 
firms engaging in CSR, non-profit organizations attempting to raise resources for 
social projects, and gamers wishing to donate—that are complementary in addressing 
the challenges of sustainability, resulting in positive externalities for the environment 
and society as a whole. 

6.1 Practical Implications 

Our results have several important implications. First, through the use of purposed-
advergames, firms can incorporate a sustainability strategy into their overall 
marketing and business strategy, thus strengthening the engagement with their stake-
holders. Various studies have demonstrated that sustainability-oriented firms are 
more likely to benefit from the support of loyal customers in difficult times and 
such firms can improve their financial resilience. 

Secondly, non-profit organizations can benefit from the development of this type of 
gaming platform to sensitize people to social causes, and to guarantee the availability 
of social services and social projects in the long term. By exploiting these solutions, 
charities that need help in navigating the digital transformation can improve the 
communication strategy of their social projects and increase awareness on global 
and local issues. 

Thirdly, the development of multi-purposed game ecosystems can also have an 
effect at the individual level: previous studies have found that purpose and cause-
related games (often called prosocial games) increase mutual helping behavior.
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Finally, sustainability-oriented policymakers can benefit from the existence of 
these ecosystems that, together with public resources, help in guaranteeing the 
economic sustainability of social projects carried out by non-profit organizations. 

6.2 Theoretical Implications 

The authors contribute to the existing CSR literature by providing new insights on 
how intermediary platforms may play a role in the spread of innovative practices 
connected to sustainability outcomes. 

The authors also propose an interesting case study in which the digital business 
ecosystem theory is used to identify actor interdependencies. Moreover, the specific 
characteristics of the case study demonstrate that the theoretical model can be used 
to analyze small-medium size networks, thus underlying the role of digital platform 
intermediaries as focal players in the digital business ecosystems. 

Finally, the study contributes to the rapidly growing body of literature investigating 
both gamification for business, and business ecosystems. 

6.3 Limitations and Future Research 

The following limitations should be considered when interpreting our results. First, 
since this is a case study, the generalizability of the outcomes is possible only to a 
limited extent. It would be interesting to investigate sustainable gamification cases in 
different socioeconomic contexts as well as in different industry settings. Addition-
ally, this paper focuses on the case of market sustainability-oriented advergames: 
other ecosystems employing gamification elements might demonstrate different 
peculiarities from those in the present case study. However, these limitations can 
be considered avenues for future research. For instance, studies can be developed in 
different social or economic contexts, and investigation and comparison of the present 
case with other intermediary platforms and ecosystems employing gamification 
mechanisms could be undertaken. 
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in the Directors’ Network 
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Abstract Informal social contract such as political connection plays a significant 
role for directors’ network but difficult to explore their role through traditional 
measures. Different social network measures labelled as “centralities” have previ-
ously been used in the network analysis community to find influential nodes in a 
network. It is debatable how valid these centrality measures for the political connec-
tion are. This paper aims not only to identify the political connection through social 
network analysis but to analyze the different levels of political connection through 
different centrality measures according to the country’s institutional environment. 
For this purpose, we used data from a relationship-based economy like Pakistan 
from 2009 to 2015. We analyze the five different levels of political connection and 
examine their role through five social network measures: degree, closeness centrality, 
betweenness centrality, eigenvector, and eccentricity. Our finding demonstrates that 
degree, betweenness centrality, and eigenvector are not suitable measures for polit-
ical connection role and control in the directors’ network. Closeness centrality gives 
a better understanding of how other directors are closed to politically connected 
directors and which level of political connection attracts the other directors but 
couldn’t explain how far a political director can access. We found eccentricity as the 
most suitable measure for the political connection and their different role. We also 
found the federal and provincial level political connections become more central and 
important through the eccentricity measure after the regime’s shift from autocratic 
to democratic. 
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1 Introduction 

Over the recent years, a growing body of literature is extensively employing graph 
theory and networking measures to explore the importance of informal ties, which 
consists of multilayer of networks and challenging to find out through the traditional 
measures [1–3]. Previously, the scholars pointed out the networking theories and 
analysis based on the social capital and social structures in the western countries [4– 
6]. At the same time, a recent body of the literature links the networking assumption 
to investigate the informal social contracts and their role in the corporate sector 
[7, 8]. Specifically, in the relationship-based economies, studies found that several 
informal social contracts have a significant influence on the corporate sectors, such 
as Wasta in Arab, Blat in Russia, Yongo in South Korea, and Guanxi in China [9, 
10]. Similarly, some researchers identify also the political connection as an important 
informal social contract for corporate firms across different countries [11]. Due to 
the significant presence and control, the findings emphasize the beneficial role and 
structural control of political connection in both emerging and developed economies 
[12]. But the benefits arising from the political connections are highly associated with 
their type, according to the country institutional environment [13] and the position 
into the corporate network. These insights are difficult to be identified through the 
conventional quantitative approach. 

In the corporate networks, firms share their directors with other firms, leading 
to directors’ networks. Under the resource-based view, literature accentuates that a 
directors’ network provides assistance to access the external and internal resources 
[14]. Highly connected directors provide legitimacy, skills, information, and rela-
tions with the other stakeholder. Moreover, better-connected directors increase social 
capital and reduce the external environmental uncertainties [15]. Furthermore, direc-
tors with different attributes are more beneficial for the corporate outcomes, such as 
financial and legal experts are highly connected in the Indian corporate network [2]. 

It is therefore imperative to analyze how informal social contracts such as polit-
ical connections assist the director network formation over the period. In this regard, 
network measures more suitable for investigating the different actors are based 
on “centrality”, which helps to identify position, knowledge transformation, and 
ties among the other nodes of the network. Financial studies mainly focused on 
centrality measures, such as degree, closeness, betweenness, and eigenvalues [16– 
18]. However, eccentricity might be the most appropriate measure to identify how 
far a node can reach, in the network, when it comes to the distance-based relationship 
[5]. Thus, it remains a critical unexplored question which network measure is more 
suitable to identify the informal social contract as the political connection in the 
director networks. 

To address this question, the study deploys the different social network analysis 
measures to identify the important political connection position and their influence in 
the director network. Additionally, the study compares the different network measure 
outcomes to look for the most suitable network measure for the political connection 
understanding. In order to reach its aim, the study used data from 2009 to 2015 from
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an emerging country like Pakistan. For achieving the study goal, Pakistan is a more 
suitable market due to several reasons. First, several researchers reveal the extensive 
existence of political connections in Pakistani corporate firms. An immature financial 
system and weak legal environment help political connections to take the benefits for 
the corporate decisions [19, 20]. Secondly, Pakistan faced three autocratic regimes 
after the independence in 1947, and the last autocratic regime ended in 2008 after 
ten years. Nevertheless it provided the opportunity for civil and military personals 
to penetrate the corporate world. 

Moreover, after 2008, the democratic government flourishes the ground for the 
elected members. In 2013, for the first time since the independence a democratic 
government completed its tenure and shifted the power to another elected govern-
ment. This unique institutional setting allows us to investigate the directors with a 
different political background, their position, and influence in the directors’ network 
over the period. Thirdly, different types of political connections help to better under-
stand the different network measures according to the country institutional setting 
over the time period. 

The paper is structured as follows. The following paragraph describes the impor-
tance of social network measures. The third one presents the methodology. The fourth 
one presents social network analysis findings and discussion. The last one shows the 
conclusion. 

2 Traditional Approach to Measure Political Connections 
and Board Interlocking Importance 

To understand the phenomenon of political connection, researchers have used 
different definitions and quantitative approaches for politically connected firms 
according to the legal system and authorities of every investigated country. 
Researchers have constructed binary variables for political connections through 
corporate lobbying activities for the USA [39], executive and supervisory board 
members close to the ruling party in Germany [36], board members as politicians 
with respect to being provincial or federal assembly members in Pakistan [40], CEO 
politicians, government officers or military personnel in China [35], board members 
from government committee members [38], industry regulators [37], top appointed 
bureaucrats [33], and chiefs of state or those closely related to the top politicians 
[12]. Similarly, Wong and Hooy [13] exploited different levels of political connec-
tion in Malaysia on the basis of government ownership, boards of directors, family 
members and through business owners’ personal relations. 

However, Tsai et al. [41] highlighted the importance of social networks and assem-
bled political connections, for which the vertices were the board members and the 
edges represented the co-attendance of a firm’s participants at the same govern-
ment institutions. Findings indicated that the benefits of political connections highly
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depend on the type of politicians on the board and their respective power. Simi-
larly, other studies have revealed that direct connections with the government and 
the appointment of political members on boards are costly for firms [34]. In this 
regard, board interlocking provides an important channel to build relationships with 
the political connection by sharing their directors rather than directly appointing 
them to the board. In corporate networks, firms share their directors with other firms, 
leading to directors’ networks. 

From a resource-based view, the literature accentuates that a directors’ network 
provides assistance to access both external and internal resources [14]. Highly 
connected directors provide legitimacy, skills, information and relations with the 
other stakeholders. Moreover, better-connected directors increase social capital 
and reduce the external environmental uncertainties [15]. Directors with different 
attributes are more beneficial for the corporate outcomes; for example, financial 
and legal experts are highly connected in the Indian corporate network [2]. It is 
necessary to enhance our understanding of how political connections matter for 
the directors’ network with different power and authorities and which measure can 
better capture the presence of political members for the network formation under 
institutional environmental change. 

3 Social Network Measures 

Apart from the traditional approach, graph theory and social network analysis tech-
niques have become, over the recent years, more popular to explore the social interac-
tions among the different actors of corporate networks. Various studies utilize social 
network analysis techniques for the potential corporate outcomes [11, 21]. Different 
measures are employed to identify important node in the network, and the outcomes 
are highly associated with the properties and position of the node in the network 
[22]. The importance can be interpreted in different ways and motivations, leading 
to the different measure of “centralities” for identifying the central node. Previous 
studies focused on the centrality measures such as degree, closeness, betweenness, 
and eigenvalues for the corporate networks [2, 11]. Each measure gives different 
information about the nodes and their ties, which can be described as. 

3.1 Degree 

Degree is defined as the number of links incident upon a node [4]. For an undirected 
network, the degree of a node in the network can be written as: 

CD = 
n∑

i=1 

a(Vi , T j ) (1)
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where a
(
Vi , T j

) = 1 if and only if Vi and Tj are connected by a line in the network. 
It is the simplest and widely used measure. The degree of each director explains the 
number of direct ties with the other directors in the directors’ network. High degree 
values indicate the more connected directors in the network. 

3.2 Closeness Centrality 

Closeness centrality takes into account the shortest distance of each node to every 
other node in the network. If the length of a node v has the shortest path to all the 
other nodes in the network, then node v has a greater value and closeness centrality is 
defined as the inverse of the shortest distance of node v to all the other nodes, which 
can be written as: 

CC (v) = n − 1∑n 
t dist  (v, t) 

(2) 

where v and  t  are nodes of a network. For the information diffusion process, a director 
with high closeness centrality values received quicker information than the other 
directors in the network. 

3.3 Betweenness Centrality 

Betweenness centrality estimates the proportion of times a node falls along the 
shortest path between pairs of nodes in the network. It indicates the ability of a 
node to control the flow of information through it. Betweenness centrality of a node 
can be expressed as: 

CB (v) =
∑

s �=v �=t 

σst  (v) 
σst  

(3) 

where σst  is the shortest path from node s to node t and σst  (v) are the shortest paths 
that intersect node v. For the director networks, high betweenness centrality directors 
may have the ability to change or hinder the flow of information through them. 

3.4 Eigenvector Centrality 

Eigenvector centrality measures the node importance by giving importance to the 
nodes’ neighbours [23]. Essentially it is a measure of how well connected are the 
nodes to which a given node is connected. It is the measure of the influence of a node
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in the network and can be written as: 

λv = Av (4) 

where A is the adjacency matrix of the graph, λ is a constant and v is the eigenvector 
of a node. Eigenvector centrality counts the number of connected nodes to a node and 
considers how many well-connected nodes are attached to that node. In the directors’ 
network, the eigenvector helps to identify the influential directors in the networks. 

As mentioned above, each measure gives information related to the close ties for 
each node and explains how they control and access the information. But when it 
comes to exploring the distance-based influence of political connections and their 
reach in the network, all the four measures do not fully explain the characteristics of 
the politically connected directors in the network. For this purpose, eccentricity is a 
simple notion. 

3.5 Eccentricity 

The eccentricity of a node is the value of the maximum distance from any other 
node in the connected network. It gives us information on how a node can access any 
other node in the network [24]. It allows measuring the wideness of a node within the 
network. The eccentricity of a node v in the connected network G is the maximum 
distance to any node u within the network [5]. However, for a disconnected network, 
the eccentricity of a node is infinite [24]. Formally eccentricity can be presented as 
in Eq. 5: 

eG (v) = max{distanceG (v, u) : u ∈ vG} ∈  N ∪ {∞} (5) 

Eccentricity provides helpful insights to overlook director’s access to the other 
directors in the network. Especially for the political connection perspective, eccen-
tricity can tell how political directors take benefits from the external environment and 
how they access the resources in the connected network. Eccentricity is also valuable 
to understand how other directors in the network try to build a relationship with the 
politically connected directors and change their positions in the network according 
to the political change. 

4 Data Collection and Methodology 

To achieve the research objective, we selected the listed firms at the Pakistan stock 
exchange for 2009–2015 as per coverage of democratic regimes, as explained in §1. 
After excluding the financial sector, due to different corporate governance codes, 415 
firms were found for the analysis. For what regards data collection and methodology
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Fig. 1 Steps for the data collection and methodology 

process, Fig. 1 represents the step by step procedure we adopted for this study and it 
can be described as in the following sub-paragraphs. 

4.1 Data Collection 

In the first step, directors’ bibliographies were detected manually from the specific 
sections made available by companies in their annual reports and from other reliable 
sources such as Osiris, national newspapers, and companies’ websites. The study 
excluded the firms whose data were not available for a consecutive three-year period 
for the network formation under the regime change. To rectify data duplications and 
repetitions, we assigned a code to each director with the help of a unique contact 
identifier given on the Osiris site. Some director codes were not available in Osiris 
data. The study also confirmed those directors’ “identity” searching reliable infor-
mation from their bibliography and company site information, to avoid replicating 
through the respective years. 

4.2 Political Connection Measurement 

In the second step, we constructed a second database for the political connection 
purpose, collecting all electoral data of general and senate elections obtained from 
the Election Commission of Pakistan website. After that, the study matched both 
databases to find the elected or contested politically connected directors. In addition 
to the matching process, each director’s profile has been checked through the annual
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Table 1 Summary statistics 
directors, directorships, and 
levels of directors’ political 
connection 

Level of political connection Rank 

Federal connection (FLC) 5 

Provincial connection (PLC) 4 

Current or retire Civil officer connections (CLC) 3 

Current or retired military officer (MLC) 2 

Government committee members (GCM) 1 

Non-political connected directors 0 

reports and company sites for civil, military, and government committee members.1 

By following this procedure, the study constructed political connection (PC), like a 
dummy variable with 1 if director i was a political personnel in the board in year t , 
otherwise 0. To identify the types of political connections, based on their current and 
past experiences, the study constructed the different levels of politicians according to 
their affiliation by following the definition of Cao et al. [25] and assigning different 
values to the directors, based on their political level. Table 1 indicates the different 
levels of political connection in which federal connection is the highest level because, 
in a democratic regime, federal parliament controlled all policies and regulations. 
Government committee members were ranked as lowest because they are neither 
elected nor civil-military officers, finally for all non-political directors the value is 
zero. 

4.3 Social Network Analysis 

After the data collection and politically connected director identification, we 
performed, in the third step, the social network analysis. Social network analysis has 
become a powerful instrument to analyze the social structure apart from the quan-
titative methods of statistics. Extensive development in graph theory and the SNA 
technique allow researchers to explore the hidden social relationship of directors 
at a different level [26–29]. Corporate networks are consisting of directors, organi-
zations, and ties arising due to the interlock of directors. These types of networks 
are called two-mode networks or affiliation networks bipartite graphs [30]. Two-
mode networks can be converted into one mode by suitable folding of graphs. We 
converted the two-mode graph into one mode director network, in which each node 
represents the director, and the edges between the nodes represent the same board 
at the time t. Table 2 presents the summary statics of directors’ networks for each 
year. In Pakistani directors’ network, political connected directors hold relative more

1 Mr. Arif Habib is the chairman of various firms listed on Pakistan stock exchange. He has served 
on various government committees such as privatization commission, board of investment, tariff 
reforms commission and security and exchange ordinance review committee during autocratic as 
well as democratic regimes. 
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Table 2 Summary statistics directors, directorships, and political connections 

Years 2009 2010 2011 2012 2013 2014 2015 

Number of board seats 1917 2063 2180 2207 2244 2212 1859 

Number of directors 1467 1571 1651 1662 1695 1686 1480 

Avg seat held by director 1.31 1.31 1.32 1.33 1.32 1.31 1.26 

Number of PC directors 103 106 109 111 111 127 107 

Seats held by PC directors 170 179 187 190 190 200 154 

Avg seat held by PC director 1.65 1.69 1.72 1.71 1.71 1.57 1.44 

Seats held by FLC directors 20 24 23 25 24 23 19 

Seats held by PLC directors 25 26 24 25 25 25 24 

Seats held by CLC directors 26 25 27 27 27 26 23 

Seats held by MLC directors 60 62 65 62 64 73 52 

Seats held by GCM directors 39 42 48 51 50 53 36 

average directorship as compared to the average directorship held by the other direc-
tors in the networks. Similarly the significance of the presence of each political level 
connected directors provide sufficient data to analyze the further exploration and 
network formation through different measures of social network analysis techniques. 

5 Results and Discussion 

After creating the one-mode director network, we measured the various centralities 
to identify the suitable position, influence, and control on information flow for the 
politically connected directors. In the next sub-sections, we discuss our results based 
on a centrality-based comparison of the network data sets under study. 

5.1 Degree 

The degree centrality has been calculated via Eq. 2, as reported above, for each year. 
Figures 2a presents the graphical representation of the directors’ network for the 
year 2009. The size of the node means the different levels of political connection 
(i.e. larger the node, greater the number of connections), and the color of the node 
represents the degree of each director in the network. We constructed these graphs for 
each year, respectively and measured the degree. Figure 2b depicts the distribution 
of degree values for the different levels of political connections. We found that 
in each year directors change their connections in the network and all the central 
nodes, calculated through the degree measure, change. Similarly, for the politically 
connected directors, we found that in 2009, after one year of autocratic regime end,
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ba 

Fig. 2 Graphical representation of directors’ degree for year 2009 (a). b represents the relationship 
between degree and levels of political connections 

retired civil-military officers and government committee political connected directors 
had higher degrees compared to the parliamentarian connections. While over the time, 
elected politically connected directors became more central than the other levels of 
political connection. These findings support our argument that, in corporate networks, 
political connections attract according to the country’s institutional environment and 
give information about each director’s direct ties. But, a degree was found not able to 
explain the information flow, control, and how far a director can access the network. 

5.2 Closeness Centrality 

We measured the closeness centrality by using Eq. 2 for each year. Figure 3a is  
a graphical representation of closeness centrality for the year 2009, in which the 
node size indicates the political level for each director (i.e. greater the size, higher 
the political level) and the red colour portrays a higher closeness value of directors. 
Figure 3b shows the distribution of closeness centrality of a director according to their 
political level across the period. Findings indicate that the retired civil and provincial 
level political connected directors are more central through the closeness centrality 
than other political connections. After the autocratic regime, corporate members 
changed their position, and elected members became more central in the directors’ 
network than the retired civil-military officers and government committee members. 
As the closeness centrality gives the information related to the nearest path, it is still 
unclear which political member can reach as far in the director network that can be 
more beneficial for the corporate firm to enhance human and social capital.
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a b 

Fig. 3 Graphical representation of directors’ closeness centrality for year 2009 (a). b represents 
the relationship between closeness centrality and levels of political connections 

5.3 Betweenness Centrality 

To enhance further analysis, we measured the betweenness centrality for each year 
by using Eq. 3. Figure 4a shows the graphical representation of directors’ network 
for the year 2009, in which node size indicates the level of political connections 
(i.e. greater the size, higher the political level) while the node colour represents each 
director betweenness value. Figure 3b is the distribution of betweenness values for 
each level of political connection for the selected period. We found that the civil and 
military level connected directors had a high value compared to the other political 
levels.

5.4 Eigenvector Centrality 

To analyze the influence of each director, we measured the eigenvector distribution, 
through Eq. 4, for each year. Figure 5a is the graphical representation of eigenvector 
distribution for the year 2009. Similar to the previous graph, node size indicates 
the political connection level, and colour represents the eigenvector values. Overall 
results remain the same across the period for each level of politically connected 
directors, and we could not identify the central politically connected director through 
the eigenvector.
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a b 

Fig. 4 Graphical representation of directors’ betweenness centrality for year 2009 (a). b represents 
the relationship between betweenness centrality and levels of political connections

a b 

Fig. 5 Graphical representation of directors’ eigenvector for year 2009 (a). b represents the 
relationship between eigenvector and levels of political connections 

5.5 Eccentricity 

We measured the eccentricity through Eq. 5 for each year. Eccentricity plays a vital 
role to analyze the benefits of politically connected directors in the networks. It 
allows us to understand how political members of a network can reach any director 
in the network, according to the change in a country’s institutional environment. 
In Fig. 6a, the red colour represents the high value of directors’ eccentricity for the 
year 2009. Comparatively, all politically connected directors have a high eccentricity



How to Measure Political Connection in the Directors’ Network 69

value compared to the other directors in the giant component. Figure 6b indicates 
the relationship between eccentricity values and levels of political connection for all 
the years. In-depth analysis suggests that, in 2009, retired civil and military officer 
had a higher value level of political connection compared to the other political direc-
tors; while in 2015, they decreased their eccentricity value. This finding indicates 
the importance of the different types of political connections in which directors of 
networks change their position, to benefit from the political connection, according 
to their institutional environment. The result shows the decrease of the mean value 
of eccentricity for federal level connections across the given years. A significant 
reduction in eccentricity was also found in the election year of 2013. It indicates that 
the government’s change also encouraged the corporate firms to change their board 
members. 

Furthermore, a legislative change in 2012, in which the federal government trans-
fers much of authority power to the provinces, also decreased the importance of 
federal-level political connections in the corporate networks. It also indicates that 
the transfer of authority from federal to provincial level, and political stability, raised 
the matter of provincial-level political connections in the corporate network. All the 
members in the network built their direct and indirect relationships with the provincial 
level political connected board members. Moreover, results show that the mean values 
of current or retired civil, military, and government committee members gradually 
decreased over time. Change in regime shift from autocratic to democratic, transfer 
of authority from the federal government to provincial governments and political 
stability decreased the importance of all bureaucratic connected personnels for the 
other members in the corporate networks.

a b 

Fig. 6 Graphical representation of directors’ eccentricity for year 2009 (a). b represents the 
relationship between eccentricity and levels of political connections 
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5.6 Summary of the Discussion 

The overall analysis shows that each centrality measure has unique information to 
analyze each director in the network. We did not find the degree, betweenness, and 
eigenvector as a suitable measure for the politically connected directors. Contrary, 
both closeness and eccentricity indicate the reachability of politically connected 
directors in the network. Closeness centrality utilizes the minimum distance from a 
target node to all the other nodes in the network. In contrast, eccentricity centrality 
gives the maximum geodesic distance from the target node to all the other nodes. 
These findings are consistent with Batool and Niazi [31], who found closeness and 
eccentricity a more suitable measure to identify the key nodes in the networks. Table 
3 represents the correlation matrix between all the measures of the networks. Our 
findings are also consistent with the literature affirming that closeness and eccentricity 
have a significant negative relationship [5]. For the political connection, it is necessary 
to utilize a measure to give information about how far a politically-connected director 
can access the network. For this purpose, we found eccentricity as the most suitable 
centrality measure to identify the political connection and its type’s in the directors’ 
network. High eccentricity values provide related information and help a corporate 
firm to access external resources. 

Similarly, eccentricity is also important to analyze the changes into an institutional 
setting. We noticed that, with the change of regime, a director changes his/her posi-
tion and the eccentricity values change for the different level of politically connected 
directors. As soon after the end of the autocratic regime, the civil-military officers 
and government committee members had high eccentricity values, due to inherited 
power within the autocratic regime, but during the stability of the democratic regimes, 
elected members such as federal and provincial level connections became more 
important, and directors shared their position according to the institutional change. 
We observed a significant rise in their eccentricity values after the stabilization of 
the democratic regime. Moreover, in 2012, when the federal government shifted the 
power to the provincial authorities after the legislation, the provincial-level connec-
tions became more important for the network formation and significantly raised their 
eccentricity values. This finding confirms that corporate firms give more value to the 
local political connections because they have more access to the resources [32].

Table 3 Pairwise correlation matrix between network measures 

Variables (1) (2) (3) (4) (5) 

(1) Degree 1 – – – – 

(2) Closeness centrality −0.27* 1 – – – 

(3) Betweenness centrality 0.72* −0.14* 1 – – 

(4) Eigenvector 0.79* −0.43* 0.52* 1 – 

(5) Eccentricity 0.22* −0.93* 0.12* 0.39* 1 

*** p < 0.01, ** p < 0.05, * p < 0.1  
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Other centrality measures could not depict these changes according to the institu-
tional setting. Comparatively, eccentricity is the more suitable and valuable measure 
that can give information about power, influence, and reachability of the politically 
connected directors according to his/her type of political connection. 

6 Conclusion 

This study investigated the different measures of SNA to analyse informal contracts, 
such as political connections, in relationship-based economies like Pakistan. The data 
consisted of the 287 non-financial listed companies of the Pakistan Stock Exchange 
for 2009–2015. The directors’ network encompassed a maximum of 1695 direc-
tors sitting on various corporate boards and the five different levels of politically 
connected directors. The position of a director in the network had a significant impact 
on their access to market resources, such as capital, status, prestige and legitimacy 
within the corporate environment. Still, in analysing the specific social contract, it is 
important to compare the outcome of different social network measures. This study 
contributes that degree, betweenness and eigenvector could not better explain the 
politically connected director characteristics in the network. In comparison, closeness 
and eccentricity proved more suitable. In-depth analysis indicates that eccentricity is 
a much more important measure to observe the political director’s reachability, influ-
ence and access to other directors in the network. It allows examining the institutional 
change effects on corporate directors’ networks. We found that politically connected 
directors had more central positions after the stability of democratic regimes and the 
legislation regarding authority transformation, based on their eccentricity values. 

This study gives new directions to practitioners and researchers to study directors’ 
political connection effects on corporate outcomes. Apart from the comparison of 
the different measures, there are some limitations to this study. We did not include 
financial firms due to different corporate governance requirements. We also did not 
analyse the difference between winning and losing politically connected directors. 
Future studies could address these concerns.
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Examining Environmental Sustainability 
in Italy: Evidence from ARDL 
and Non-linear ARDL Approaches 

Aamir Javed and Agnese Rapposelli 

Abstract One of the reasons behind environmental degradation and climate change 
is greenhouse gases that are mainly consisted of carbon dioxide (CO2) emissions. 
Besides, CO2 emissions negatively affect human health. Consequently, national insti-
tutions should understand which factors are affecting carbon emissions in order to 
achieve sustainable (environmental, social and economic) development. The main 
objective of this paper is to examine the symmetric and asymmetric effects of oil 
price, foreign direct investments and economic growth on carbon emissions in Italy. 
To this purpose, the long and short-run impact of these variables on carbon emis-
sions have been investigated by applying the autoregressive distributed lag (ARDL) 
and non-linear ARDL methodologies to Italian data for the period 1970–2019. The 
symmetric results show that economic growth and foreign direct investments inten-
sify carbon emissions both in the long and short-run, while the impact of oil price 
on emissions is negative in the long-run and positive in the short-run, suggesting 
that oil price is responsible for environmental degradation only in the short run. The 
asymmetric results reveal that both in the long and short-run an increase in the oil 
price imply reductions in carbon emission. 

Keywords Sustainable development · Carbon dioxide emissions · ARDL model ·
Non-linear ARDL model 

1 Introduction 

Environmental degradation and climate change have become eminent risk factors 
around the world. Global warming shows no signs of slowing. One of the reasons 
behind those risk factors is greenhouse gases (GHGs) that are mainly consisted of
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carbon dioxide (CO2) emissions. Besides, CO2 emissions also have harmful effects 
on human health, by contributing to respiratory and cardiovascular disease from 
smog and air pollution. 

It has been demonstrated that if we continue as usual, we will emit 65 billion 
tonnes of GHGs in 2030. According to the Circularity Gap Report published by Circle 
Economy (2021), however, a circular economy could be the key to reduce greenhouse 
gases emissions and meet climate targets. In Europe, switching to a circular economy 
could reduce greenhouse gas emissions by 39%. If those principles were applied, 22.8 
billion tonnes of carbon emissions could be saved and help avoid climate breakdown, 
according to the above study. Consequently, nowadays it is very important for national 
institutions to investigate which factors are affecting carbon emissions in order to 
minimize environmental disamenities and achieve sustainable (environmental, social 
and economic) development, as suggested also by sustainable development goals of 
Agenda ONU 2030. For example, the 2020 EU Circular Economy Strategy Action 
Plan developed a policy framework to attain a cleaner and competitive economy 
(Gastaldi et al. 2020; Lombardi et al. 2021). 

In this context, the aim of this article is to examine the symmetric and asym-
metric effects of oil price, foreign direct investments and economic growth on carbon 
emissions in Italy. To this purpose, the impact of these variables on CO2 emissions 
will be assessed both in the long-run and in the short-run by using the autoregres-
sive distributed lag (ARDL) and non-linear autoregressive distributed lag (NARDL) 
models. In particular, the analysis focuses on Italian data for the period 1970–2019, 
by also investigating the existing nexus between economic growth and environmental 
degradation in the form of Environmental Kuznets Curve (EKC). 

The article is organized as follows. Section 2 reviews the literature, Sect. 3 presents 
the data used and reviews the methodology used, Sect. 4 describes the results obtained 
and Sect. 5 gives the conclusions. 

2 Literature Review 

2.1 Economic Growth and Carbon Emission 

Many researchers have examined the relationship between economic growth and 
carbon emissions to test the EKC hypothesis. However, the results of these studies 
are inconclusive: some studies support the existence of EKC hypothesis (Grossman 
and Krueger 1995; Schmalensee et al. 1998; Selden and Song 1994; Lee and Oh 
2015; Baek 2016; Alpher and Onur 2016; Zambrano-Monserrate et al. 2018: Usman  
et al. 2019), whereas other studies do not support the EKC hypothesis (Bartlett 1994; 
Coondoo and Dinda 2002; Galeotti et al. 2006). 

By employing ARDL and VECM, Ahmad et al. (2017) investigated the long-run 
and causal relationship between economic growth and carbon emission in Croatia 
for the period 1992–2011. The results demonstrated a long-run relationship and
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confirmed the existence of EKC. Bölük and Mert (2015) examined the short and long-
run association between carbon emissions, GDP and electricity produced from renew-
able resources from 1961 to 2010. The findings of this study support the existence 
of EKC hypothesis by using ARDL cointegration approach. Farhani and Shahbaz 
(2014) explored the causal relationship between electricity consumption, output and 
carbon emissions in 10 MENA countries for the period 1980–2009, confirming the 
existence of EKC hypothesis in all these countries. Using time series data from 1995 
to 2014, Fan and Lei (2017) investigated the relationship between environmental 
deterioration, transportation, and economic development in Beijing. According to 
the estimated results, transportation and CO2 emissions show a positive impact on 
economic growth. Using the ARDL model, Sulaiman and Abdul-Rahim (2017) eval-
uated the relationship between CO2 emissions, energy consumption, and economic 
growth in Malaysia from 1975 to 2015. The findings revealed that energy consump-
tion and CO2 emissions had no effect on economic growth, but that energy consump-
tion and economic growth had a positive impact on CO2 emissions. Finally, Saboori 
et al. (2017) used the Johansen cointegration test to investigate the link between the 
research variables and oil consumption, economic growth, and environmental dete-
rioration in three Asian nations from 1980 to 2013. The results revealed a one-way 
correlation between oil consumption and economic growth in China and Japan, and 
oil consumption and CO2 emissions in South Korea. 

Hence, in order to check the long run economic growth in Italy, we aim to inves-
tigate the hypothesis that economic growth has a positive association with carbon 
emissions. 

2.2 Foreign Direct Investment and Carbon Emission 

Foreign direct investment (FDI) benefits countries in a variety of ways, including 
enhancing production capacity and employment (Oxelheim and Ghauri 2008), 
increasing innovation (Ito et al. 2012) and upgrading managerial abilities (Lin et al. 
2009). However, as a result of global warming, the environmental impact of FDI 
is also picking up steam. Evidence of a connection between carbon emissions and 
FDI is complicated, as some researchers have demonstrated that this association is 
positive (Haug and Ucal 2019), while some others have proved that the relationship 
is negative (Jiang et al. 2018; Tang and Tan 2015). 

With regard to the direct impact of FDI on environment, the relationship between 
FDI and pollutant emissions involves two challenging scenarios: the pollution haven 
and halo hypotheses (Antweiler et al. 2001; Zhang and Zhou 2016; Sarkodie and 
Strezov 2019). According to the pollution haven theory, due to improved environ-
mental restrictions in developed economies, some businesses with high pollution and 
high energy consumption are relocated to developing and transition nations via FDI, 
thus resulting in significant contamination discharge. On the other hand, the pollu-
tion halo hypothesis claims that the emergence of foreign enterprises will result in
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positive environmental overflows in the host country because multinational corpora-
tions have more cutting-edge technologies than their domestic counterparts and are 
more likely to spread clean and environmentally friendly technologies (Birdsall and 
Wheeler 1993). Zhang and Zhou (2016) used a linear panel data model to confirm the 
presence of the pollution halo hypothesis, arguing that inflows of FDI with advanced 
technology result in a decrease in pollutant emissions rather than environmental 
degradation. Koçak and Şarkgüneşi (2018) evaluated the influence of FDI on CO2 

emissions in Turkey, using a variety of cointegration approaches to analyse data from 
1974 to 2013. The findings suggest that FDI has a positive impact on CO2 emissions. 

Conversely, some studies suggest that FDI inflows have a negative impact on 
CO2 emissions (Al-Mulali and Tang 2013; Sung et al. 2018; Jiang et al. 2018), thus 
backing up the pollution halo hypothesis. Other researchers, on the other hand, claim 
that FDI flows are not harmful to the environment (Lee 2013; Chandran and Tang 
2013; Hakimi and Hamdi 2016). In addition, several studies do not support either the 
good or negative effects of FDI and have found inconsequential outcomes, such as 
the study by Kivyiro and Arminen (2014) on various Sub-Saharan African nations. 
Surprisingly, research on BRICS countries also show contradictory results (Dong 
et al. 2017; Azevedo et al. 2018; Danish and Wang 2019). These studies, however, 
do not consider the crucial elements of financial development and growth, which can 
yield more accurate results when combined with FDI. 

Hence, based on the above literature, in this study we aim to demonstrate the 
hypothesis that in Italy FDI has a positive association with carbon emissions. 

2.3 Oil Price and Carbon Emission 

The impact of oil prices on energy use and carbon dioxide emissions has been studied 
in a few empirical works. Suliman and Abid (2020) claimed that there is a causal 
relationship between oil price and energy consumption in Tunisia. Agbanike et al. 
(2019) investigated the causal relationship between oil price and carbon emissions 
by using the ARDL model. According to their results, there is a positive relationship 
between oil prices and carbon emissions in Venezuela. Apergis and Payne (2015) 
applied a panel data model to show that there was a positive and statistically signif-
icant relationship between oil price and carbon emissions per capita in 11 South 
American countries in the period 1980–2010. Simsek and Yigit (2017) applied the 
vector autoregression model to examine the relationship between carbon emissions 
and oil prices in Brazil, Russia, India, China, and Turkey. The results revealed that 
oil prices have a significant impact on carbon emissions in all the countries exam-
ined. The ARDL model was also used by Malik et al. (2020) to explore the impact 
of oil price on the carbon emissions level in Pakistan. The results of this study 
revealed that oil price increases carbon emissions in the short term while reduces 
them in the long term. Finally, Katircioglu (2017) examined the impact of oil prices 
on carbon emissions in Turkey by using the ARDL methodology, showing that there 
is an inverse relationship between oil prices and carbon emissions levels, while Zou
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(2018) concluded that there are no significant interactions between oil price and 
carbon emissions in China. 

Based on the above studies, we expect a negative impact of oil price on environ-
mental quality in Italy. Hence, in this study our hypothesis is that in Italy oil price 
has a negative association with carbon emissions. 

3 Methodology and Data 

3.1 Model Specification 

The empirical model we used in this study is specified as follows: 

LnC O2t = β0 + β1LnG D  Pt + β2LnG D  P2 
t + β3LnF DI  t 

+ β4LnO Pt + δ5Controlt + εt (1) 

where LnC O2t is the logarithm of per capita carbon emissions in Italy at time t, 
LnG D  Pt is the logarithm of per capita GDP, LnG D  P2 

t is the logarithm of the 
square term of per capita GDP, LnF DI  t is the logarithm of per capita foreign direct 
investment, LnO Pt is the logarithm of oil prices, Control means control variables 
included in the model, and εt is the error term. 

According to the EKC hypothesis, the relationship between the square term of per 
capita GDP and environmental quality is represented by an inverted U-shape curve. 
Hence, if the sign of β1 is positive and the sign of β2 is negative, the EKC hypothesis 
is proved to be true for Italy. 

Autoregressive distributed lag model. In order to examine the long-run cointegra-
tion relationship among variables, literature provides several techniques (Engle and 
Granger 1987; Johansen and Juselius 1990; Saikkon 1991; Stock and Watson 1993; 
Johansen 1996). In this study we use a new cointegration approach developed by 
Pesaran and Smith (1995) and Pesaran et al. (2001), the autoregressive distributed 
lag (ARDL) model, also known as the bounds testing approach. This methodology 
has several econometric advantages in comparison with other multivariate cointegra-
tion techniques: first of all, it overcomes the problem of the same order of integration 
of regressors, as it could be applied with regressors integrated of order I(0) or I(1) or 
combination of both; second, it avoids the problem of endogeneity and serial correla-
tion among variables; finally, it estimates long and short-run parameters of the model 
simultaneously and it provides better results even with small sample. 

Hence, in this work we apply the ARDL methodology to investigate the existence 
of a long-run relationship between per capita income, FDI, oil price, and carbon 
emissions. The Unrestricted Error Correction Model (UECM) corresponding to the 
ARDL bounds test is specified as follows:
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△lnC O2t = β0 + 
p{

i=1 

β1△lnC02t−1 + 
p{

i=1 

β2△lnG D Pt−1 + 
p{

i=1 

β3lnG D P2 
t−1 

+ 
p{

i=1 

β4△lnF DI  t−1 + 
p{

i=1 

β5△lnO Pt−1 + λ1△lnC02t−1 

+ λ2△lnG D Pt−1 + λ3lnG D P2 
t−1 + λ4△lnF DI  t−1 

+ λ5△lnO Pt−1 + εt (2) 

where △ is the difference operator; p defines the lagged value of both the dependent 
variable and each independent variable; β1, …,  β5 denotes the short-run coefficients; 
λ1, …,  λ5 denotes the long-run coefficients; εt is the error term. 

In order to examine the existence of a long-run relationship between a dependent 
variable and a set of regressors, Pesaran et al. (2001) proposed a test based on the 
F-statistic for the joint significance of the estimated coefficients of the lagged level of 
variables. The null hypothesis Ho : λ1 = λ2 = λ3 = λ4 = λ5 = 0 implies that there 
is no cointegration between variables. If the F-statistic value is lower than the lower 
bound critical value I(0), the null hypothesis of no long-run relationship cannot be 
rejected; if the F-statistic value is higher than the upper bound critical value I(1), the 
null hypothesis is rejected: this implies that cointegration exists between variables. 
However, if the F-statistic value falls between the lower I(0) and upper I(1) bound 
critical value, the results are inconclusive. For this reason, an alternative way to test 
for the existence of long-run cointegration is to consider the lagged value of the 
error correction term ECT t−1. If the  value of  ECT t−1 is significant and holds the 
negative sign, it confirms the existence of a long-run relationship between variables. 
Moreover, we use the critical bounds suggested by Narayan (2005), which are more 
appropriate for small sample size (30 ≤ n ≤ 80). 

If the long-run relationship exists, we examine the short-run relationship between 
the variables considered by means of the following error correction model associated 
with the long-run estimates:

△lnC O2t = β0 + 
p{

i=1 

β1△lnC02t−1 

+ 
p{

i=1 

β2△lnG D Pt−1 + 
p{

i=1 

β3lnG D P2 
t−1 + 

p{

i=1 

β4△lnF DI  t−1 

+ 
p{

i=1 

β5△lnO Pt−1 + θi ECT  t−1 + εt (3) 

where θ i is the coefficient of the error correction term; it represents the speed of the 
adjustment required for long-run equilibrium after a shock in the short-run. 

Non-linear autoregressive distributed lag model. In order to investigate the asym-
metric relationship among the variables considered both in the short and long-run, in
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this work we apply the non-linear ARDL methodology developed by Shin et al. 
(2014). Similar to ARDL model, NARDL model also overcomes the variables 
requirement to be integrated at the same order. 

Hence, we extended the model given in Eq. (1) as follows:  

LnC O2t = β0 + β1LnG D  Pt + β2LnG D  P2 
t + β3LnF DI  + 

t + β4LnF DI  − 
t 

+β5LnO P+ 
t + β6LnO P− 

t + εt (4) 

where LnF D I+ 
t and LnF D I− 

t , LnO P+ 
t and LnO P− 

t represent the partial sum 
of positive and negative changes in FDI and OP at time t, respectively. 

The NARDL model is specified for this study as follows:

△lnC O2t = δ0 + 
p{

i=1 

δ1△lnC02t−1 + 
p{

i=1 

δ2△lnG D Pt−1 + 
p{

i=1 

δ3lnG D P2 
t−1 

+ 
p{

i=1 

(δ+ 
4 △lnF DI  + 

t−1 + δ− 
5 △lnF DI  − 

t−1) 

+ 
p{

i=1 

(δ+ 
6 △lnO P+ 

t−1 + δ− 
7 △lnO P− 

t−1) 

+ λ1△lnC02t−1 + λ2△lnG D Pt−1 

+ λ3lnG D P2 
t−1 + λ+ 

4 lnF DI  + 
t−1 + λ− 

5 lnF DI  − 
t−1 

+ λ+ 
6 lnO P+ 

t−1 + λ− 
7 lnO P− 

t−1 + εt (5) 

where
{p 

i (δ
+ 
i △lnF DI  + 

t−1 + δ− 
i △lnF DI  − 

t−1) and
{p 

i (δ
+ 
i △lnO P+ 

t−1 + 
δ− 
i △lnO P− 

t−1) captures the short-run positive and negative asym-
metric effects of FDI and OP on carbon emissions, while 
λ+ 
4 △lnF DI  + 

t−1, λ
− 
5 △lnF DI  − 

t−1, λ
+ 
6 △lnO P+ 

t−1, λ
+ 
7 △lnO P+ 

t−1 captures the 
long-run positive and negative asymmetric effects. 

The error correction model for Eq. (5) is specified as follows:

△lnC O2t = δ0 + 
p{

i=1 

δ1△lnC02t−1 + 
p{

i=1 

δ2△lnG D Pt−1 + 
p{

i=1 

δ3lnG D P2 
t−1 

+ 
p{

i=1 

(δ+ 
4 △lnF DI  + 

t−1 + δ− 
5 △lnF DI  − 

t−1) 

+ 
p{

i=1 

(δ+ 
6 △lnO P+ 

t−1 + δ− 
7 △lnO P− 

t−1) + θi ECT  t−1 + εt (6) 

where θ i is the coefficient of the error correction term; it represents the long-run 
equilibrium speed of adjustment after the shock in the short-run.
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In order to test the existence of a long-run cointegration between variables, also 
in this case we perform the F-test for the joint significance of the coefficients of the 
lagged level of variables. Furthermore, we conduct the Wald test to check long-run 
(H0: λ+ = λ−) and short-run (H0: δ+ = δ−) asymmetries of FDI and OP on CO2 

emissions. 

3.2 Data 

This study uses annual data for the period 1970–2019. The dependent variable is 
carbon emissions (CO2, metric tons per capita), while the independent variables are 
gross domestic product per capita (GDP), inflow of foreign direct investment per 
capita (FDI) and cured oil price per barrel (OP). Besides, the following control vari-
ables are included in the model: human capital index, based on years of schooling and 
returns to education (HC), inflation per capita (INF), exports of goods and services per 
capita (EXP), financial development (domestic credit to the private sector, FD) and 
urban population as percentage of total population per capita (UP). All the variables 
are transformed in logarithm form. Our principal source of information regarding 
these data was World Bank, while data regarding HC, FDI and OP were extracted 
from Peen World Table, UNCTAD and Statista database, respectively. 

Table 1 provides the descriptive statistics of the variables for the examined years. 

Unit root tests. Before running the ARDL cointegration procedure, we tested our 
variables for stationarity by implementing different unit root tests (Agovino et al. 
2019). In particular, we applied the augmented Dickey-Fuller (ADF) test and the 
Phillips-Perron (PP) test to check for the stationarity of the data. Both tests indi-
cate that the variables under analysis are stationary at first difference (Table 2). 
Furthermore, we performed the Zivot-Andrews unit root test with structural breaks 
to accommodate any structural break in the data (Table 3). The results confirm that 
variables are not stationary in level, but they become stationary at the first difference.

Table 1 Descriptive statistics 

CO2 GDP FDI OP HC INF EXP FD UP 

Mean 1.920 10.296 4.212 3.171 0.961 1.425 3.108 4.165 4.208 

Median 1.915 10.386 4.308 3.245 0.975 1.416 3.108 4.135 4.203 

Max 2.106 10.552 6.615 4.695 1.153 3.036 3.450 4.544 4.259 

Min 1.662 9.780 0.435 0.191 0.725 −0.829 2.719 3.852 4.163 

Std. dev 0.116 0.230 1.646 1.026 0.129 0.957 0.195 0.214 0.021 
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Table 2 ADF and PP unit root tests—results 

ADF test PP test 

Variables At level At first difference At level At first difference 

CO2 0.1481 −5.8794*** 0.1066 −5.8670 

GDP 2.3821 −3.7979*** 2.9138 −3.7073*** 

GDP-SQ 2.2929 −3.7920*** 2.8065 −3.7008*** 

FDI 3.9720 −3.5118*** 0.1135 −18.4218*** 

OP 0.7283 −6.1052*** 0.6429 −6.1053*** 

HC 0.3276 −2.512** 9.0281 −2.133** 

INF −1.3528 −7.9504*** −1.3923 −8.2641*** 

EXP 1.5635 −6.4932*** 1.7027 −6.4919*** 

FD −0.2269 −3.2537*** 0.1771 −3.2480*** 

UP 0.9385 3.830 −2.456** 

Note ***, ** and * show significance at 1, 5 and 10% level respectively 

Table 3 Zivot-Andrews unit root test—results 

Variables At level At first difference 

Test statistic Break year Test statistic Break year 

CO2 0.319 2007 −5.145*** 2007 

GDP −3.506 1999 −5.881*** 1980 

GDP-SQ −3.596 1999 −5.145*** 1991 

FDI −0.655 1983 −21.817*** 2012 

OP −1.437 1981 −6.933*** 1980 

HC 1.91 1990 −5.439*** 1990 

INF −2.814 1991 −6.842*** 1980 

EXP −2.807 1978 −7.675*** 2009 

FD −0.696 2009 −4.493* 2008 

UP −0.374 2013 −10.150*** 1981 

Note ***, ** and * show significance at 1, 5 and 10% level respectively 

4 Results and Discussion 

4.1 ARDL Model 

This paragraph presents the results of the ARDL model estimation. Before proceeding 
with the ARDL bound test, we first tested for the stationarity status of the variables 
under analysis, in order to ensure that none of the variables is integrated of order two 
(this procedure is not valid in the presence of I(2) series). As reported in paragraph 
3.2, unit root tests applied show that all variables are integrated of order one. Then,
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Table 4 ARDL bound test 

F-bounds test statistic Null hypothesis: no levels relationship 

Significance (%) I(0) I(1) 

F-statistic 3.591** 10 2.2 3.09 

K 4 5 2.56 3.49 

2.50 2.88 3.87 

1 3.29 4.37 

Note *** *, ***, ** and * show significance at 1, 2.5, 5 and 10% level respectively 

we focused on lag order selection. The lag-length criteria used (LR, FPF, AIC, SC, 
HQ) indicate lag-length equal to 4 for conducting the cointegration. 

In order to investigate the long-run relationship between the variables consid-
ered, we performed the F-statistic joint significance test against the bound critical 
values provided by Pesaran et al. (2001). The computed F-statistic value confirms 
the existence of la long-run association between the variables considered, as shown 
in Table 4. F-statistic value is also higher than the upper bound values suggested by 
Narayan (2005), and found to be statistically significant at 1% level, thus confirming 
the existence of long-run cointegration among per capita income, FDI, oil price, and 
carbon emission. This is confirmed also by the coefficient of error correction term 
ECT t−1, which is negative and statistically significant. 

Tables 5 and 6 list the long-run and short-run results of ARDL bounds testing 
approach. The results show that both in long and short-run the relationship between 
per capita income and carbon emission is positive and statistically significant. In Italy 
economic growth, both in the short and in the long-run, has the largest influence on 
carbon dioxide emissions, thus increasing environmental degradation. These results 
are expected and in line with previous literature (Behera and Dash 2017; Zhang 
and Zhang 2018; Naz et al. 2019; Malik et al. 2020). Furthermore, we can observe 
that the relationship between the square term of per capita GDP and environmental 
quality (measured by CO2 emissions) is negative and statistically significant. Hence, 
we confirm for Italy the EKC hypothesis, given that the coefficients of GDP and 
GDP2 are statistically significant with positive and negative signs, respectively. These 
findings are also in line with the literature (Nasir and Ur Rehman 2011; Shujaj ur 
et al. 2019).

With regard to FDI, both the long and short-run results indicate that in Italy FDI has 
a positive and significant impact on carbon emission. These results are consistent with 
the findings of Danish et al. (2018) and Zhang and Zhang (2018). Besides, the ARDL 
results show that in the long-run oil price negatively affects carbon emission, as its 
estimated coefficient is statistically significant and equal to −0.044. This implies that 
in the long-run any increase in oil price could imply reductions in carbon emissions. 
On the contrary, oil price tends to increase environmental degradation in the short-
run. In the case of exports our results show significant and positive relationship 
with carbon emission both in the short and long-run, suggesting that higher exports 
enhance the demand and use of energy consumption and other resources and, as
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Table 5 ARDL long-run estimates with diagnostic tests 

Variables Model 1 Model 2 Model 4 Model 6 

ARDL long-run estimates 

GDP 16.950* 21.289*** 14.577** 30.031*** 

GDP-SQ −0.831* −1.010*** −0.718** −1.455*** 

FDI 0.058** 0.055*** 0.047*** 0.063** 

OP −0.044** −0.079*** −0.052*** −0.098*** 

HC – −0.575 – – 

EXP – – 0.134** – 

UP – – – −0.388 

Constant −86.525* −110.994*** −74.428** 152.787*** 

ARDL bound test 

F-statistic 3.591** 18.868*** 11.105** 4.513** 

Sel. model (4,4,3,4,4) (1,4,3,4,4,4) (2,3,3,2,4,2) (1,4,4,4,4,4) 

Model statistics 

R-squared 0.995 0.998 – – 

Adj. R-sq 0.982 0.995 – – 

F-statistic 76.738*** 250.427*** 

Diagnostic tests 

Normality 0.213 1.490 2.562 – 

Serial-Corr 0.282 2.523 – 

Hetero 1.349 0.468 0.489 – 

ARCH 0.547 0.976 0.401 – 

CUSUM Stable Stable Stable Stable 

CUSUM-Sq Stable Stable Stable Stable 

Note *** *, ***, ** and * show significance at 1, 2.5, 5 and 10% level respectively 

Table 6 ARDL short-run estimates 

Variables Model 1 Model 2 Model 4 Model 6 

GDP 37.169*** 77.692*** 40.393*** 100.532*** 

GDP-SQ −1.726*** −3.724*** −1.922*** −4.822*** 

FDI 0.044*** 0.042*** 0.007* 0.050*** 

OP 0.039** 0.059*** 0.019* 0.083*** 

HC – 16.872*** – – 

EXP – – 0.014 – 

UP – – – 26.146** 

Coint. Eq. (-1) −0.102*** −0.391*** −0.006*** −0.267*** 

Note *** *, ***, ** and * show significance at 1, 2.5, 5 and 10% level respectively
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a result, carbon emission increases (Tables 5 and 6, Model 4). Finally, we do not 
find any statistically significant findings for the relationships between human capital 
and carbon emission and urbanization and carbon emission in the long-run (Table 5, 
Models 2 and 6), while both of them are positive and statistically significant in the 
short-run, with the estimated coefficients equal to 16.872 and 26.146, respectively 
(Table 6, Models 2 and 6). Finally, by focusing on the short-run results (Table 6), 
we can observe that the coefficient value of the error correction term (negative and 
statistically significant) indicates that any deviation from long-run equilibrium is 
adjusted at the speed of 10% yearly. 

We performed several diagnostic tests, such as Jarque-Bera test for normality, 
Breusch-Pagan-Godfrey heteroscedasticity test, LM-ARCH heteroscedasticity test, 
Breusch-Godfrey serial correlation test. We also tested for the dynamic stability of 
the model by applying the cumulative sum of recursive residuals (CUSUM) and 
cumulative sum of recursive residuals square (CUSUM-Sq) stability test. The results 
of these tests show that there is no problem of normality, heteroscedasticity and serial 
correlation (Table 5). 

4.2 NARDL Model 

This section presents the results of the NARDL model estimation. Table 7 presents 
the results of F-statistic in the case of NARDL methodology. The results show that 
the F-statistic value is higher than the upper bound critical values suggested by 
Narayan (2005). Hence, we can reject the null hypothesis of no cointegration against 
the alternative hypothesis of cointegration. Furthermore, the value of the coefficient 
of the lagged error correction term confirms the existence of long-run cointegration 
among per capita income, FDI positive, FDI negative, OP positive, OP negative, and 
carbon emissions. 

After confirming the long-run cointegration relationship between the variables 
considered, we determined the long and short-run asymmetric results. Tables 8 and 
9 present the results for long and short-run models, respectively. The results show 
that the relationship between economic growth and carbon emission is positive and 
statistically significant both in the short and in the long-run, in line with the results of

Table 7 NARDL bound test 

F-bounds test statistic Null hypothesis: no levels relationship 

Significance (%) I(0) bound I(1) bound 

F-statistic 6.825*** 10 2.12 3.23 

5 2.45 3.61 

2.50 2.75 3.99 

1 3.15 4.43 

Note *** *, ***, ** and * show significance at 1, 2.5, 5 and 10% level respectively 
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ARDL model. Moreover, the negative and statistically significant value of the square 
term of per capita income (GDP2) confirms the presence of EKC hypothesis also in 
this case. 

Table 8 NARDL long-run estimates with diagnostic tests 

Variables Coefficient Std. error t-statistic Probability 

GDP 9.056* 5.059 1.789 0.091 

GDP-SQ −0.4289* 0.250 −1.709 0.056 

FDI-Positive 0.054*** 0.016 3.255 0.007 

FDI-Negative 0.048*** 0.013 3.578 0.002 

Oil-Positive −0.088*** 0.020 −4.277 0.000 

Oil-Negative −0.038 0.023 −1.614 0.124 

Constant −47.203* 25.693 −1.837 0.083 

Model statistics 

R-squared 0.996 

Adjusted R-sq 0.989 

F-statistic 152.352*** 

Probability (0.000) 

Diagnostic tests 

χ 2 Probability 

Normality 1.964 (0.375) 

Serial-Corr 2.641 (0.901) 

Hetero 1.435 (0.221) 

ARCH 0.607 (0.440) 

CUSUM Stable 

CUSUM-Sq Stable 

Note ***, ** and * show significance at 1, 5 and 10% level respectively 

Table 9 NARDL short-run estimates 

Variables Coefficient Std. error t-statistic Probability 

D(GDP) 12.890*** 4.187 3.078 0.006 

D(GDP-SQ) −0.573** 0.205 −2.796 0.012 

D(FDI-Positive) 0.057*** 0.009 6.536 0.000 

D(FDI-Negative) −0.020*** 0.003 −5.805 0.000 

D(Oil-Positive) −0.025* 0.0122 −2.011 0.060 

D(Oil-Negative) 0.048*** 0.013 3.699 0.001 

Coint. Eq(-1) −0.192*** 0.024 −8.039 0.000 

Note ***, ** and * show significance at 1, 5 and 10% level respectively
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Table 10 NARDL Wald test 

Variables Short-run Long-run 

F-statistic Probability F-statistic Probability 

FDI 23.330*** (0.000) 26.719*** (0.000) 

OP 1.266 (0.276) 5.610** (0.030) 

Note ***, ** and * show significance at 1, 5 and 10% level respectively 

In the case of the long-run asymmetric relationship between FDI and carbon 
emission we can note that increases in FDI (positive changes in the partial sum of 
FDI) enhance carbon emissions. The short-run results are also statistically significant 
and explain that any positive shock in FDI increases carbon emissions, while negative 
shocks in FDI reduce carbon emissions. With regard to oil price, the results for the 
long-run relationship between oil price and carbon emission show that any increase 
in the oil price (positive variations in the partial sum of OP) imply reductions in 
carbon emission, whereas a decline in the oil price (negative shocks in the OP) 
does not show any significant impact on carbon emissions. The results of short-
run asymmetric relationship between oil price and carbon emission are statistically 
significant. In particular, an increase in the oil price imply reduces CO2, while a 
decrease in the oil price increases CO2 in the short run. Finally, the coefficient value 
of the error correction term indicates that any disequilibrium in past years is adjusted 
at the speed of 19% yearly. 

The results of the Wald Test for assessing the equality of short-run and long-run 
positive and negative shocks of FDI and OP on carbon emissions are presented in 
Table 10. With regard to FDI, the Wald Test value is statistically significant both in 
short and in long-run: it means that we can reject the null hypothesis of symmetry 
against the alternative hypothesis and we can conclude that the impact of FDI on 
carbon emission is asymmetric. In the case of OP, the results confirm the asymmetric 
effect of OP on carbon emission only in the long-run. 

The results of the diagnostic tests provide no evidence of serial correlation, 
heteroscedasticity, normality, and stability issues (Table 8). 

Causality analysis and robustness analysis. We also checked the direction of 
causality among the variables considered. For the causality analysis, we performed 
the block exogeneity Wald test, which gives the causality results for both short and 
long-run. The results show an unidirectional causality running from per capita income 
(economic growth), the square term of per capita income, FDI, oil price, human 
capital, exports, urban population, inflation, and financial development towards 
carbon emission (Table 11).

In order to check for the robustness of the long-run results obtained from the ARDL 
methodology, we applied another univariate cointegration technique, the dynamic 
ordinary least square (DOLS). The DOLS results are in line with the results of the 
long-run ARDL model (Table 12). These results also confirm the existence of EKC 
hypothesis in Italy under all methodologies used.
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Table 12 Dynamic OLS results 

Variables Coefficient Std. error t-statistic Probability 

GDP 5.665*** 0.798 7.096 0.005 

GDP-SQ −0.250** 0.045 −5.572 0.011 

FDI 0.038** 0.009 4.394 0.021 

OP −0.006 0.010 −0.557 0.615 

HC 0.232 0.479 0.485 0.660 

INF 0.106** 0.027 3.952 0.028 

EXP 0.340*** 0.057 5.965 0.009 

FD −0.151** 0.058 −2.605 0.080 

UP −7.328*** 0.898 −8.163 0.003 

R-squared 0.999 

Adjusted R-sq 0.996 

Note ***, ** and * show significance at 1, 5 and 10% level respectively 

5 Conclusion 

In this work we have examined the symmetric and asymmetric effects of oil price, 
foreign direct investments and economic growth on carbon emissions in Italy. To this 
purpose, the long and short-run impact of these variables on carbon emissions have 
been investigated by applying the ARDL and non-linear ARDL methods to Italian 
data for the period 1970–2019. Lastly, we have investigated the combined direction 
of causality between carbon emissions and its determinants. 

The results of the study confirm the presence of cointegration between carbon 
emissions and the set of regressors considered, as well as the presence of the EKC 
hypothesis for Italy. In particular, the results provided by ARDL model show that 
economic growth and FDI intensify carbon emissions both in the long and short-run, 
while the impact of oil price on emissions is negative in the long-run and positive 
in the short-run, suggesting that OP is responsible for environmental degradation 
only in the short run. The results obtained from NARDL model reveal that both in 
the long and in the short-run an increase in the oil price imply reductions in carbon 
emissions. 

Hence, the present study represents an additional source of useful information to 
policy makers for future environmental protection policies in order to take care of 
environmental quality.
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Openness in Communication 
and Budgetary Information 
in the Participative Budgeting Research. 
The Case of Italian Public Healthcare 
Organizations 
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Abstract In the last decades, the diffusion in Italian Public Healthcare Organizations 
(PHOs) of accounting and managerial practices, centered on planning and budgeting, 
have increased doctors’ presence into management roles. Clinical heads of units, 
becoming budget holders, have to face new accountability purposes. However, PHOs 
still struggle in implementing effectively hybrid professionalism, due to doctor-
managers’ resistance to use budgetary information for decision-making. To over-
come these criticalities, doctor-managers’ involvement in PHOs’ budgeting process 
may be beneficial, as highlighted by Behavioral Management Accounting research 
on budgetary participation. Nevertheless, without the support of openness in commu-
nication with top management, doctor-managers’ hybrid nature might lead them to 
develop a cognitive distance that may do not fit their predisposition to participate. 
A strengthening of their involvement in the budgetary information features design 
might mitigate these risks. In the BMA perspective, this paper explores the role of 
perceptions of openness in communication in improving the predisposition of doctor-
managers to participate in the budgeting process, via the indirect effect of perceived 
utility of budgetary information. Data were collected administering a questionnaire to 
332 doctor-managers of Italian PHOs. The response rate was of 37.95%. Hypotheses 
were tested through a regression analysis. Our study contributes to the interpretative 
research on the organizational factors affecting the involvement of doctor-managers 
in PHOs’ management, offering new insights into the psychological antecedents of 
budgetary participation. Results show that: perceptions of openness in communica-
tion have a positive effect on perceived utility of budgetary information; this latter 
has a positive effect on budgetary participation of doctor-managers. 
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1 Introduction 

As in other countries, the Italian Public Healthcare Organizations (PHOs) have faced 
the evolutions produced by NPM-inspired reforms [4, 5]. These have promoted the 
regionalization of the National Health Service (NHS), the diffusion of a quasi-market 
culture, increased levels of autonomy and responsibilities of PHOs for their economic 
results, as well as the orientation towards performance measurement and management 
control approaches from the private sector [60, 75, 92]. This orientation has recently 
intensified, due to the need to manage the impacts of the pandemic crisis caused by 
Covid-19 [7, 69, 70]. 

In the accounting information systems of Italian PHOs, these reforms, coupled 
with the adoption of more advanced ITC tools [71, 98], have led to the diffu-
sion of accounting techniques and managerial practices, based on planning and 
budgeting, to maximize the objectives of efficiency while preserving the quality 
and the appropriateness of the health services provided [72, 81]. 

Furthermore, the links with medical management reforms and the organizational 
orientation of PHOs towards departmental models have increased the involvement 
of clinicians in managerial roles and management control practices [53, 87, 97]. 
Clinicians heading of Operational Units (OUs), in particular, have become budget 
holders and, as such, more directly involved in the pursuit of the economic objectives 
of these organizations. 

Thus, budgetary responsibilities have overlapped traditional clinical-professional 
responsibilities, making these clinicians accountable for the management of the 
overall performance of their OUs in terms of efficiency, costs and clinical outputs 
[17, 39, 89]. Literature has highlighted how this “hybrid” nature of doctor-managers 
might generate risks of role ambiguity [31, 80, 94], due to the potential misalign-
ment between the professional values of autonomy and patient-centricity, tradition-
ally inspiring the actions of clinicians, and the pursuit of the budgetary objectives 
imposed by the new managerial roles [1, 57]. 

In this sense, management accounting studies have investigated the contribution 
of budgetary information in reducing these risks and the possible negative effects 
on managerial performance [21, 56, 65]. Empirical evidence, however, revealed the 
limited use of this information to support the decision-making of doctors-managers 
and the scarce effectiveness of budgetary information alone in encouraging greater 
commitment in pursuing economic objectives [38, 75, 78]. 

To overcome these criticalities, the research fields focused on the role of organi-
zational factors in increasing the usefulness of such information suggest the advan-
tages deriving from a greater involvement of doctor-managers in the definition of 
the features associated with the information in the budgeting process of PHOs [2, 
50, 81, 105]. Higher levels of involvement in this process can constitute a means of 
effective implementation of hybrid professionalism [3, 53, 80] and, in particular, a 
useful factor of increasing the levels of acceptance of economic responsibilities by 
these middle managers [62, 78].
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Interpretative research perspectives have investigated these models of collabora-
tion mostly in the relations between clinicians and controllers, to improve the design 
of the features of the accounting information systems in PHOs [3, 85]. 

Some studies emphasized how the individual and cultural differences, enhanced 
by collaboration, can constitute important organizational drivers for influencing the 
interpretative mental schemes of these professionals regarding their managerial role 
and behavioral approaches to the budgeting practices [57, 78, 81, 87]. 

In this theoretical framework, some studies on organizational identification 
perspectives, mostly building on Social Identity Theory [108], highlighted the poten-
tial of managers’ sense of association and identification with the organization in 
allowing their internalization of organizational values [20, 93] and motivating their 
Organizational Citizenship Behavior (OCB), which benefits the organizational func-
tioning [68, 82, 83]. These aspects can also be influenced by managerial personality 
traits and how they impact individual choices about which activities to engage in and 
how much effort to exert on them [77]. 

Acting on such organizational drivers might influence the perceptions of doctors-
managers on the usefulness of budgetary information provided by PHOs, inducing 
greater levels of participation in the budgeting process. These dynamics can be 
usefully explored in the research fields of Behavioral Management Accounting 
(BMA) [9, 90, 95], and, in particular, in those fields underlining the influences exerted 
by mental states and individual perceptions in the cognitive-behavioral schemes 
linked to participation in the budgeting process [18, 33, 111]. 

In fact, some of these studies have underlined how the practices of budgetary 
participation alone cannot assure that their benefits in aligning behaviors with the 
expected economic objectives will be effectively materialize. A fruitful participation 
process does not arise only from the predisposition of the superior to allow it, but also 
from the substantial predisposition to participate of the other actors involved, which 
can be influenced by various intervening factors [19, 22, 33, 65]. Studies on budgetary 
participation based on the agency theory have highlighted that when subordinates are 
involved in the budgeting process, their cooperative effort within organization is often 
plagued by self-interest or opportunistic behavior [18, 25, 113]. In this perspective, 
the individual differences and the divergent interpretations of context, values and 
objectives by doctor-managers might arise perceptions of cognitive distance from 
top management [86, 102, 103], which are likely to increase the typical behaviors 
deriving from information asymmetry and the risks of creating budgetary slacks [67, 
99] that, instead, budgetary participation should reduce. Further, these perceptions 
might discourage the motivation and the commitment of doctor-managers to partic-
ipate in the budgeting process and reduce their contribution in designing budgetary 
information deemed satisfactory and more useful for their decision-making [16, 45]. 

To reduce these effects of the cognitive distance and induce the participation of 
doctors-managers in the budgeting process, a significant contribution could derive 
from the effectiveness of the organizational support provided to their managerial 
role in the hierarchical relation with top management of PHOs. Consistently with the 
generalist literature on the functions of communication and influence of participative 
budgeting [24, 34, 42, 66, 96], we assume that this effectiveness can be linked, in
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particular, to the perceptions that these middle managers have of the openness in 
communication, within PHOs’ practices of budgetary participation, through which 
the support is provided to them by top management, with the assistance from the 
controllers. 

In fact, doctor-managers’ perceptions of the levels of openness in communication 
in PHO’s budgetary system, the mental schemes with which they interpret the infor-
mation exchange and the communication transparency in the participation process, 
the shared definition of job-relevant information, and, above all, the perceptions of 
listening of their voice on the operational criticalities and the needs of UOs [35, 
47, 73, 102] might influence the psychological processes underlined by the Value 
Expectancy-Theory (VET) [109]. 

According to this theory, higher levels of perceived openness in communication 
by doctors-managers might address their motivation towards a greater predisposition 
to participate in the budgeting process through the strengthening of their individual 
expectancy of influencing the budgetary objectives as well as of their perceptions 
of the value that may arise from their participation. In fact, these value-expectancy 
perceptions might reduce the dysfunctional behaviors linked to the information asym-
metry and to the creation of budgetary slacks and mitigate the resistance to accept the 
budgetary responsibilities, with positive effects on role ambiguity [46, 48, 67, 74, 79]. 
Further, the links value-expectations, positively influencing perceptions of cognitive 
distance, might address the efforts allocation of these budget holders by increasing 
their predisposition and commitment to participate in the budgeting process of PHOs. 

The cognitive-motivational dynamics activated by these Perceptions of Open-
ness in Communication (POC), integrating the behavioral aspects of collaboration 
based on the agency model, should allow to improve the agency relation between 
middle and top management of PHOs, by leveraging trust and perceptions of others, 
which are essential dimensions in trust-based settings such as those of the budgetary 
participation process [24, 48, 115]. 

In this perspective, we can provide a richer psychological representation of 
how POC in PHOs might encourage the predisposition of doctor-managers to a 
substantial involvement in the budgetary participation process and, on this way, their 
commitment to accept the economic responsibilities linked to their managerial role. 

Even if there’s a consolidated generalist literature recognizing that budgetary 
participation plays a key role in influencing managerial performance, through its 
beneficial effects on mental states, attitudes and behaviors [66, 100], the drivers 
of the predisposition to participate in the budgeting process have still remained 
relatively unexplored [22, 65, 99]. In particular, there are few studies focusing on 
the role played by subordinate’s perceptions of superiors or contextual factors [19, 
30, 113], especially in BMA research in the context of PHOs based on budgetary 
participation approaches [3, 62, 88, 95, 110]. In the Italian context [11, 55, 107], 
the main contributions have explored its beneficial effects on influencing doctor-
managers’ attitudes, motivation, and subsequent behavior and performance within 
different theoretical frameworks [13, 61, 63]. In this perspective, some studies have 
deepened the role of doctor-managers’ budgetary participation in influencing perfor-
mance though the perceived features of budgetary information [58, 59]. However,
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the causalities antecedent of an effective budgetary participation of doctor-managers 
are still largely overlooked. In particular, there are still no studies on the role of 
their perceptions of the openness in communication by top management of PHOs in 
arising their predisposition to budgetary participation. 

Adopting a BMA approach in budgeting research, this paper aimed at analyzing, 
in the framework of VET, the impact of POC on budgetary participation of doctor-
managers via the indirect effect of the perceived utility of budgetary information. 

The study attempts to contribute to the healthcare management accounting 
research on the organizational factors of the empowerment of doctor-managers’ 
commitment to and use of budgetary information for decision-making, based on 
their involvement in PHOs’ budgeting process. 

To test our model, a survey was conducted among doctor-managers working in 
Italian PHOs, before the Covid-19 pandemic period. 

The paper is structured as follows: Sect. 2 provides the theoretical background on 
VET; Sect. 3 provides a literature background on budgetary participation, deepening 
studies in Italian PHOs and showing the research design; Sect. 4 describes the sample 
and the research methodology; Sect. 5 shows the results and Sect. 6 presents the 
discussions, drawing policy conclusions and managerial implications. 

2 The Value-Expectancy Theory 

According to the Value-Expectancy Theory (VET) [109], individual behaviors are 
the result of rational decision-making, aimed at maximizing the benefits and the 
related satisfaction that the agents can derive from their own courses of action. In 
particular, this theory assumes that the motivation to behave in a certain manner 
depends on the strength of two subjective dimensions, namely the expectancy and 
the value characterizing the course of action in the individual’s ex ante perception. 

VET has been used in management control studies to investigate the relation 
between motivation and individual performance [27, 59]. In our work, the same 
theoretical framework is applied to investigate the cognitive-motivational dynamics, 
antecedents to budgetary participation, which are activated by the POC within the 
budgeting process. 

Prior research has documented the benefits of adopting such communication, such 
as enhancing subordinates’ loyalty and trust in the organization [41, 43, 91], favoring 
greater cooperation and flexibility at all managerial levels [26, 112], reducing subor-
dinates’ misconduct and increasing subordinates’ engagement, job satisfaction [32, 
101] and overall performance [12, 32]. 

In the relation between communication and managerial performance, we analyze 
the cognitive dynamics starting from the POC that motivates doctor-managers to 
participate in the budgeting process. 

Based on VET, the support received and the availability of information useful 
for carrying out a specific action are among the factors considered capable of influ-
encing the degree of subjective expectancy on the same action. On this basis, we
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assume that the extent to which the organization effectively supports the managerial 
role of doctor-managers can be expressed by doctor-managers’ POC in the budgeting 
process. In fact, openness in communication means open information policy in PHO’s 
budgetary system, making decision observable to doctor-managers, shared definition 
of job-relevant information, giving the opportunity to have a voice on the budgetary 
information system’s design, that, as a result, takes into account the criticisms and 
the operational problems of their OUs, rather than solely the cost-containment regu-
lations [47, 81, 87, 102]. The related POC allows not only to increase the perception 
of the amount of budgetary information available, but also to enhance the perceived 
quality of budgetary information, which positively affects the perceived utility of 
budgetary information to make the decision-making process [44, 45, 107]. This 
latter perception might address the psychological processes theorized by VET, on 
the one hand, by influencing the expectancy of doctors-managers with respect to 
participation in the definition of budgetary objectives, on the other, by influencing 
their perceptions of the value that may arise from their participation, which stimulate 
a greater countervalue motivating them to budgetary participation. 

3 Literature Background on Budgetary Participation 

Budgetary participation is a process whereby middle managers have the opportunity 
to get involved in and have influence on the definition of the budgetary objectives of 
their UOs [15, 34, 79]. The BMA research on budgeting have unleashed the potential 
of this budgeting practice in increasing the effectiveness of the budgeting system, 
addressing middle managers towards higher levels of motivation in the pursuit of 
economic objectives with consequent improvements in the managerial performance 
[9, 22, 30]. 

Given the key role of budgetary participation, the BMA research on the causal 
antecedents of an effective managerial involvement in the budgeting process is 
particularly relevant. In fact, even if top management allows budgetary participa-
tion of middle management, as highlighted by some studies based on the agency 
theory, subordinates’ cooperative effort in the budgeting process is often plagued by 
self-interest or opportunistic behavior [1, 18, 113]. 

Nevertheless, while there has been a strong research focus on how this budgeting 
practice influences positively managerial performance through the mediating role 
of mental states, attitudes and behaviors [66, 100], the antecedents of budgetary 
participation have still remained relatively unexplored [22, 65, 99]. Further, in this 
latter stream of research, most of the existing studies have adopted a superior-centric 
approach, aimed at explaining why organizations allows budgetary participation [14, 
18, 52]. On the other hand, literature have largely recognized that incentive is a crucial 
variable to assure an effective involvement in the budgeting process, suggesting to 
organizations the identification of budgetary mechanisms that can create conditions 
for greater interaction between superiors and subordinates, through which these latter 
might be encouraged to participate in the budgeting process, so that the result of this
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participation can positively influence the performance [1, 2]. In this perspective, 
Kyj and Parker [45] stated that subordinates may be encouraged to participate in the 
budgeting process as part of superior’s leadership approach of fostering trust and open 
and meaningful communication with subordinates [28]. However, few studies have 
investigated subordinate’s perceptions of superiors or contextual factors, such as the 
accessibility and predictability of information, and their links with middle managers’ 
motivation to participate in the budgeting process [19, 113]. A study of da Silva 
Zonatto et al. [19] demonstrated that leaders with a friendly, accessible leadership 
style, who treat subordinates equally, care about subordinate well-being and explain 
actions to be developed clearly, are likely to encourage managers to participate in 
the budgetary processes of the organizations. Lau et al. [49] showed that perceptions 
of organizational politics are an important dimension of how subordinates perceive 
their work environment, which affect their motivation, and, thus, their extent of 
involvement and influence in the budgetary process. 

As noted by Mahlendorf et al. [65], such research has not only stalled, but also only 
very few variables have been identified and studied so far, calling for further studies to 
develop propositions about the underlying causalities of budgetary participation not 
previously addressed as well as theories regarding the interaction between contextual 
factors and psychological variables. 

Thus, our research attempts to address the call of Mahlendorf et al. [65] within the 
context of PHOs, in order to seek potential antecedents of an effective involvement 
of doctor-managers in the budgeting process. 

3.1 Budgetary Participation in Italian PHOs 

BMA research on budgetary participation within the context of PHOs suggests that 
it can be an important driver for addressing doctor-managers’ behaviors towards the 
achievement of budgetary objectives [3, 57]. In particular, doctor-managers’ involve-
ment in the budgeting process can help them to increase their levels of acceptance of 
the economic responsibility and their commitment towards budgetary goals as well 
as to overcome the limited use and the partial effectiveness of budgetary information 
in the management control, as underlined by larger studies on performance measure-
ment systems [21, 51, 75, 86]. However, the BMA studies on budgetary participation 
in PHOs are still scarce. Further, they have strictly focused on the role of mental states 
and behaviors in the link budgetary participation—performance [2, 110]. 

Focusing on the Italian health care sector, there are few studies investigating 
the cognitive-behavioral dynamics in PHOs’ budgeting practices [55, 57]. These 
contributions are mainly focused on the effects of budgetary participation of doctor-
managers within different theoretical frameworks. For example, in the theoretical 
framework of Goal setting, Rizzo [95] have explored the mediating role of job satis-
faction and commitment to budgetary objectives in the relation of budgetary partici-
pation with doctor-managers’ performance. Subsequent studies, adopting the lenses
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of Psychological Ownership theory [61], Engagement Theory and Social Cogni-
tive Theory [62, 63], have explored the impact of several variables, such as role 
clarity, affective commitment and engagement, in the link between budgetary partic-
ipation and managerial performance. Cattaneo and Bassani [13], applying the Self-
Determination Theory, have highlighted how mechanisms of involvement and inte-
gration in the budgeting process represent useful tools for internalizing organizational 
values and aligning the individual performance with the organizational objectives. 
In the framework of Organizational Support Theory, Raucci and Paolini [88] have  
analyzed the role of job satisfaction and work engagement in addressing budgetary 
participation towards higher levels of doctor-managers’ managerial performance. In 
the same perspective, less studies have deepened the effects of budgetary partici-
pation on the features of budgetary information, as perceived by doctor-managers. 
In the Goal Setting Theory, it has been investigated the role of budgetary partici-
pation in enhancing doctor-managers’ satisfaction on budgetary information [58] as  
well as its influence on the use of budgetary information, further investigating the 
links of these variables with performance [59]. Another study of Macinati and Rizzo 
(59), in the light of the Expectancy Theory, have deepened the beneficial effects of 
budgetary participation in improving doctor-managers’ perceptions of the charac-
teristics of budgetary information, namely accuracy and utility, which move them 
towards better performance. 

The study of budgetary participation’s antecedents in PHOs remain still largely 
overlooked, even if these causal dynamics play a crucial role mostly in the healthcare 
sector, because the predisposition of doctor-managers to participate in the budgeting 
process can be negatively influenced by the individual differences and the interpreta-
tions of context, values and objectives that, diverging from those of top management, 
may prevent that the expected benefits of participation will be effectively materi-
alize. In particular, these differences might arise perceptions of cognitive distance 
from top management [84, 103], which are likely to increase the typical behaviors 
deriving from information asymmetry and the risks of creating budgetary slacks 
[67, 99] that, instead, budgetary participation should reduce. Further, these percep-
tions might discourage the motivation and the commitment of doctor-managers 
to participate in the budgeting process and reduce their contribution in designing 
budgetary information deemed satisfactory and more useful for their decision-making 
[2, 16, 45]. 

Within these conceptual perspectives, the research fields on organizational 
behavior, based on the assumptions of Social Identity Theory [106], have high-
lighted the role played by managers’ sense of association and identification with the 
organization in allowing their internalization of the organizational values [6] and 
motivating them to expend effort towards the organizational objectives [20, 108]. In 
particular, some Authors have highlighted how an organizational culture that gives 
greater importance to cooperative approaches, more attention to managerial extra-
role behaviors, impacting on OCB, might enhance the organizational functioning 
[68, 82]. Further, these aspects can also be driven by other managers’ characteristics, 
such as how their personality traits influence the vocational interests and the choices
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individuals make about which activities to engage in and how much effort to exert 
on them [77, 83], leading to different levels of OCB [8, 36, 82]. 

However, in this research on the possible organizational drivers of cognitive-
behavioral schemes, there are still no studies on Italian PHOs investigating the causal 
role of POC in influencing the predisposition of doctor-managers to participate in 
the budgeting process. 

3.2 Research Design and Hypotheses Development 

The present study hypothesizes that a higher perception of doctor-managers of the 
openness in communication by top managers of PHOs increases their perceived 
utility of budgetary information, which, in turn, leads them to a greater budgetary 
participation (Fig. 1). 

Openness in communication between top managers and doctor-managers means 
that these latter are allowed to be involved in the design of the features of budgetary 
information system [30, 44, 66, 81, 87]. Literature has showed how POC plays a 
cognitive role, allowing doctors-managers to formalize their information needs in 
the process output [47]. Thus, the related POC initiates the clarification of role ambi-
guity, both mitigating doctor-managers’ information asymmetry and reducing the 
need to create budgetary slacks [67, 99]. In fact, it influences not only the amount of 
information available to doctor-managers, but also how this information is perceived 
by them [2, 75]. In particular, a budgetary information system responding to their 
needs enhances the perceived quality of budgetary information [44, 45, 107, 115] in  
terms of adequacy, accuracy and timeliness features [34, 49, 59], increasing conse-
quently their perceptions on the utility of the related contents, i.e. the extent to which 
users believe that the information meets their needs for the decision-making process 
[34, 37], since it increases the possibility of directly intervening on their content 
[58, 64]. On this basis, we assume that the perceptions of doctor-managers of the 
openness in communication, by top management of PHOs, leads them to enhance 
their perception of utility of budgetary information. Thus, the following hypothesis 
is tested: 

Hp 1. POC of doctor-managers positively influences their perceived utility of 
budgetary information. 

Previous budgetary literature has showed that budgetary participation, as job 
condition, enhances the perceived utility of budgetary information [15, 59]. However, 
perceived utility of budgetary information, as derived by POC, may also acts as a

POC 
PERCEIVED UTILITY 

OF BUDGETARY 
INFORMATION 

BUDGETARY 
PARTICIPATION 

Fig. 1 The research design 
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driver, offering doctor-managers a greater motivating countervalue [10] to move 
towards a greater attention to the pursuit of economic objectives [11, 74]. In fact, 
such perception means having an adequate informational support to conduct the 
decision-making process. In this perspective, a higher level of perceived utility of 
budgetary information, addressing the psychological processes underlined by VET, 
might motivates doctor-managers to a better predisposition to participate in the 
budgeting process [2]. Therefore, the following hypothesis is tested: 

Hp 2. Perceived utility of budgetary information positively influences budgetary 
participation of doctor-managers. 

4 Research Sample and Methodology 

Empirical analyses were carried out in four PHOs of the Italian NHS located in the 
Region Abruzzo. Based on the strategic plan and the organizational chart of each 
PHO, we identified 332 heads of unit, which constituted our initial study sample. 

Data were collected, before the Covid-19 pandemic period, through a question-
naire [29], which encompassed four sections. The first section collected data on the 
attributive characteristics of respondents. This area aims to collecting general data 
on the sampled units, to describe them in terms of age, gender, education, work. Each 
of the following areas collected data on the observed variables through close-ended 
questions, to which the respondent has to express the degree of agreement or disagree-
ment using a 7-point Likert-type scale. POC was measured reproducing the three-item 
scale developed by Locke and Latham [54] according to the informational perspec-
tive adopted in this study. In particular, items related to POC aim at understanding 
the extent to which doctor-managers’ perceive that the organization support their 
managerial role by budgetary information policies and resources. Perceived utility 
of budgetary information was measured by a three-items scale derived from Doll and 
Torkzadeh [23] and modified on the basis of Abernethy and Vagnoni [2]. Through 
these items, we investigate the degree to which doctor-managers perceive budgetary 
information as accurate, appropriate, and timely. The three-item Milani [76] scale 
was used to measure budgetary participation. In this last area of the questionnaire, we 
explore the extent to which doctor-managers are involved in the budgeting process. 

After a pilot-test verified its effectiveness, we collected all the institutional e-mail 
addresses by online search on the websites of PHOs, but also keeping in contact with 
doctor-managers by phone calls and during academic courses in-person on site; then, 
the questionnaire was administered to heads of unit by sending it to their institutional 
e-mail address [114]. The overall response rate was of 37.95%, corresponding to a 
total of 126 questionnaire, fully completed, which constituted our final study sample. 

Preliminary descriptive and correlation analyses were conducted. Then, a regres-
sion analysis was performed using software STATA to test our research hypotheses.
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5 Results 

5.1 Descriptive Statistics and Correlations 

Data collected in the first area of the questionnaire gave us some preliminary 
information on the attributive characteristics of respondents. 

With reference to the demographic characteristics, results show that doctor-
managers: 

– are predominantly male (87%); 
– have, on average, 59 years old. 

Regarding the characteristics of their work, it emerges that they: 

– have been employed, on average, 31 years in the NHS; 
– have been heads of units for 10 years; 
– held the current managerial position for 8 years; 
– are responsible for Complex Operational Units in the 74% of the cases; 
– were previously ward unit head in the 36% of the cases; 
– held other management positions in departments and/or institutes in the 19% of 

the cases. 

Managerial education of doctor-managers shows that: 

– almost half of the sample (47.6%) had undergone at least one training or continuing 
education related to management and organization of health care services in the 
last three years. 

Table 1 reports the descriptive statistics of variables and pairwise correlations. 
The average value of the POC (perc_open_comm) is equal to 3.28, with a standard 

deviation near to 1.50. Given the extension of the measurement scale (1–7), results 
show that sampled doctor-managers have a moderate perception of the openness 
in communication by top management. The mean of perceived utility of budgetary 
information (utility_budginfo) is slightly lower than 4, presenting a standard devi-
ation of 1.39. Based on the measurement scale, which moves from a minimum

Table 1 Descriptive statistics and correlations 

Variable Mean Stand. 
dev 

Min Max 1st 
quart 

Median 3rd 
quart 

1 2 3 

1. 
perc_open_comm 

3.28 1.47 1 7 2 3 4.34 1 

2. 
utility_budginfo 

3.83 1.39 1 7 2.8 4 4.8 0.493* 1 

3. budget_particip 3.3 1.76 1 7 1.67 3.34 4.91 0.68* 0.723* 1 

*p-value ≤ 0.05 
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of 1 to a maximum of 7, the perception of the utility of budgetary information by 
survey respondents is in a median position. Given the same extension of the measure-
ment scale (1–7), the average value of budgetary participation (budget_particip), 
which is close to the neutrality threshold (3.3), suggests a moderate involvement of 
doctor-managers in the budgeting process. 

Results of Spearman correlation analysis give some preliminary evidence on the 
association between variables, showing that POC correlated positively with perceived 
utility of budgetary information (r = 0.493, p ≤ 0.05), which, in turn, correlated 
positively with budgetary participation (r = 0.723, p ≤ 0.05). 

5.2 Inferential Analysis 

Factor Analysis. Preliminary to regression analysis, Exploratory Factor Analysis 
(EFA) [40] was performed, in order to determine a small number of unrelated latent 
factors. Table 2 shows the extracted factors and the explained cumulative variance. 

The factorial values of variables’ items, all above the threshold of 0.50, confirmed 
the convergent validity of the measures, while the absence of major cross-loadings 
between factors confirmed the discriminant validity of the scales. The explained 
cumulative variance greater than 60% for all the variables highlights a good factorial 
structure (Table 2).

To complete the test on the psychometric properties of the variables, the Kaiser– 
Meyer–Olkin (KMO) sample adequacy test was conducted; values obtained for each 
variable are above the cut-off of 0.60, confirming that data were appropriate (Table 
3). Cronbach’s Alpha values higher than the threshold of 0.70 [104] confirmed the 
reliability of all the scales.

Table 2 EFA 

Variable Item 1 2 3 % explained cumulative 
variance 

POC perc_open_comm 1 0.889 73.91 

perc_open_comm 2 0.879 

perc_open_comm 3 0.808 

Perceived utility of 
budgetary information 

utility_budginfo 1 68.16 

0.917 

utility_budginfo 2 0.873 

utility_budginfo 3 0.749 

Budgetary 
participation 

budget_particip 1 0.918 70 

budget_particip 2 0.957 

budget_particip 3 0.918 
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Table 3 Kaiser–Meyer–Olkin and Cronbach’s Alpha tests 

Test POC Perceived utility of budgetary 
information 

Budgetary participation 

Kaiser–Meyer–Olkin 0.696 0.79 0.725 

Cronbach’s Alpha 0.822 0.88 0.923

Table 4 Regression results 

Dependent variable Independent variable R2 Associated hypothesis 

perc_open_comm utility_budginfo 

utility_budginfo 0.698** (0.079) 0.413 H1 

budget_particip 0.711** (0.062) 0.528 H2 

Standard error in brackets 

** p-value ≤ 0.01 

Regression Analysis. A linear regression analysis was performed to test the rela-
tions between the observed variables. Regression results are reported in the following 
table. 

Table 4 highlights that POC (perc_open_comm) is a significant determinant of 
perceived utility of budgetary information (utility_budginfo) (β = 0.698, p ≤ 0.01), 
confirming hypothesis H1. Regression analysis also confirmed the research hypoth-
esis H2, revealing that perceived utility of budgetary information is significantly 
and positively related to doctor-managers’ budgetary participation (budget_particip) 
(β = 0.711, p ≤ 0.01). 

6 Discussion and Conclusions 

In the framework of VET, our paper aimed at investigating the role of doctor-
managers’ perception of openness in communication by top management of PHOs 
in addressing heads of UOs towards higher levels of budgetary participation, via the 
indirect effect of perceived utility of budgetary information. 

Results of regression analysis confirmed both the research hypotheses, high-
lighting how the effectiveness of budgetary participation in PHOs depends on doctor-
managers POC, which acts as a cognitive-behavioral driver reducing the risks of 
dysfunctional behavior related to role ambiguity. In particular, results confirmed Hp 
1, according to which doctor managers’ POC, enhancing the perceived quality of 
budgetary information highlighted by some studies [44, 45, 107] plays a cognitive 
role in increasing their perceived utility of budgetary information [34, 37]. They also 
showed that perceived utility of budgetary information, in turn, strengthening the 
perception of informational support to their decision-making process, has a positive 
effect on doctor-managers’ budgetary participation [10, 59], confirming Hp 2.
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In the light of VET, the study highlights how the extent to which doctor-managers 
perceive that top management supports their managerial role by openness in commu-
nication in the budgeting process [26, 66, 115], which gives them the opportunity both 
to reduce the information asymmetry and have a voice on the budgetary information 
system’s design [47, 81], increasing the perceived utility of budgetary information 
to make their decision-making process, both influence the expectancy of doctors-
managers on the participation in the definition of budgetary objectives and the percep-
tions of the value arising from it, stimulating a greater countervalue motivating them 
to participate in the budgeting process. 

Seeking to overcome doctor-managers’ resistance to the use of budgetary informa-
tion, the study contributes to the healthcare management accounting research on the 
organizational approaches to the empowerment of doctor-managers’ commitment to 
and use of budgetary information for decision-making based on their involvement in 
PHOs’ budgeting process [57, 74, 87]. To this end, the study also responds to the call 
for further research on the antecedents of budgetary participation of Mahlendorf et al. 
[65], within the lines of BMA budgeting research on the psychological antecedents 
of an effective involvement in the budgeting process in the context of PHOs [46, 96, 
109]. On this way, the study validates the causal model described by VET, providing 
a richer psychological representation of how to unleash the potential of the agency 
relation of doctor-managers with top managers. 

Results suggest to top management and policy makers that similar managerial 
approaches as well as policies aimed at favoring an openness in communication, 
affecting the managerial culture and the behavior of doctor-managers, would allow 
PHOs to give greater effectiveness to the budgetary information systems, contributing 
to increase the overall efficiency of budgeting process. Further, these approaches, 
increasing the predisposition of doctor-managers to support budgetary objectives, 
would also lead to implement effectively hybrid professionalism and enhance the 
accountability of healthcare middle management, especially within the complex 
hierarchical system of responsibility characterizing the NHS. 

However, this study has some limitations. Firstly, it should be noted that all the 
variables, included budgetary participation, are based on the individual perceptions 
of the respondents, who are influenced by their organizational context, setting limits 
to generalizations. Further, the causal model follows the assumptions of VET. There-
fore, subsequent studies adopting different theoretical models could reach different 
conclusions. Finally, the study focused on the Italian context. 

On this basis, future research using more objective measurements of the variables, 
as alternative to self-measurement scales, would allow to mitigate the effects of 
common method bias. Other contribution could adopt other research methodologies, 
such as interviews with doctor-managers, as well as extend the sample of analysis 
at the international level, in order to make comparison of our results with those 
collected in PHOs of other countries. In these perspectives, it could be also interesting 
integrating the theoretical model adopted in this study. In particular, as we observed in 
the literature background, the links with the studies based on Social Identity Theory 
and Organizational Identification Theory, would allow us to extend the analysis, 
deepening the role played by doctor-managers’ characteristics, such as their OCB
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factors, in moderating or mediating the relations among the variables of our research 
model, as well as the role played by personality traits of doctor-managers in predicting 
OCB and interpreting the degree of budgetary participation and POC. Regarding this 
latter variable, it could be also investigated the effectiveness of new ICT tools in 
driving greater perception of openness in communication, as well as deepen our 
study, verifying the relevance of organizational factors that we explored following 
the Covid-pandemic period. 
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COVID-19 Pandemic and New 
Cardiology Telemonitoring 
Organization: How to Cast the Others 

Alberto Zanutto , Diego Ponte , and Enrico Maria Piras 

Abstract Over the last decade, ICT innovation in healthcare have been explored and 
extensively tested. While such implementation and use were not straightforward, the 
COVID-19 pandemic has accelerated a widespread use of new online services like 
telemonitoring. This paper takes a closer look at the cardiology telemonitoring to 
shed light on the technology adoption in the healthcare system. While, on the one 
hand, healthcare professionals have known how to quickly gear up to respond to 
the new constraints, on the other it seems that the stakeholders of the system show 
mixed feelings about them. Looking at two different cardiology departments, the 
paper highlights that this resilience can be allied with organizational innovations 
underway and in some cases assume an acceleration that is not easily predictable. 

Keywords Telehealth · ICT · Organizational change · Telemonitoring 

1 Introduction 

The recurrent pandemic waves of COVID-19 provide an important opportunity to 
investigate the responses of public health systems to adapt to an increasingly unstable 
environment. The pandemic has required health organisations to perform part of 
their work through Information and Communication Technologies (ICTs) most of 
which pre-existed but were seldom used in clinical practice. Such technologies on the 
one hand have allowed work to be performed in accordance with social distancing 
protocols, and on the other to be transformed through the rearrangement of usual 
practices. One of the opportunities that have emerged in this period are televisit and
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telemonitoring interventions. This practice has made it possible to maintain important 
monitoring and control functions in various areas of health. Thus, during lockdowns 
established by governments, facilities have identified different strategies to respond 
to the needs of health departments. 

In so far, the more the process of advancement of telemedicine consolidated, the 
better were the effects in the patient management during the pandemic (Menardi et al. 
2020). While short term expectations are not revolutionary, the increasing availability 
of devices and wearables could allow for a widespread adoption of telemonitoring for 
several cardiological conditions in the long run (Miller et al. 2020; Piro et al. 2020). 
The pandemic has generated a plurality of approaches leading to a rearticulation 
of patients-providers encounters due to a number of contingent factors (Badawy 
and Radovic 2020) such as regulatory constraints regarding safety protocols on the 
one hand, and on the other, the changing professional practices of health service 
provision. Interestingly, research is beginning to identify both organisational and 
clinical effects due to COVID-19 restrictions (Bertagnin et al. 2021). 

This scenario offers us the opportunity to understand how digitisation processes 
were affected by the pandemic in the specific area of implantable cardiological 
devices such as pace makers and cardioverter defibrillators. 

Organisational theory applied to healthcare infrastructures has been exploring 
these dynamics for some time and today, thanks to the pandemic that has sustained 
widespread use of new online services, it is possible to take a closer look at an increas-
ingly consistent phenomenon (Bokolo 2021). We have considered both changes on 
the organizational side and on the implementation of IS. As we shall see, the current 
experiments have generated various direct and indirect effects on health care work 
organization and the reliability of IT infrastructures. 

The paper aims to understand whether the acceleration triggered by the pandemic 
on the implementation of digitalisation projects will generate stable changes and 
to understand how organisations are positioned between resilience and innovation 
pressures. Indeed, the non-linear situation in project development suggests that these 
changes have different effects depending on the maturity of the contexts. For this 
reason, it should be possible to observe a gap between system management directions 
and the actual adoption of new information systems by health departments. 

The fieldwork consisted of an analysis of the management of a regional health 
authority for about a year. The work carried out on the management side was 
geared towards implementing a telemonitoring system in two cardiology depart-
ments. The system aimed at facilitating the process of monitoring data transmitted 
from implantable devices. The system was developed by a public regional research 
organisation that over the years has promoted various systems for digitising health-
care practices. In this case under analysis the system was first deployed in a cardiology 
department during the first wave of the pandemic and subsequently implemented 
in a second cardiology department. The research work tried to compare the two 
departments and two different work organisations. 

The paper is organised as follows. First, it briefly reviews the related work on 
telehealth and cardiology monitoring. Section three describes the case study and the 
methodological framework adopted for the telemonitoring system. An analysis of



COVID-19 Pandemic and New Cardiology … 119

the outcomes is provided to understand which are the limits and possible barriers 
for a final inclusion of the service in the healthcare system beyond the COVID-19 
contingency period. 

2 Related Work: Telehealth and Telemonitoring 

2.1 Telehealth 

The World Health Organization defined telehealth as “the delivery of health care 
services, where distance is a critical factor, by health care professionals using infor-
mation and communication technologies (ICT) for the exchange of valid information 
for diagnosis, treatment and prevention of disease and injuries, research and evalua-
tion, and for the continuing education of health care providers, all in the interests of 
advancing the health of individuals and their communities” (WHO 2009). 

Over the last decade, scientific literature has supported the idea that the use of 
ICTs might improve the overall efficiency of the healthcare system. Many case studies 
and experimentations show advantages and disadvantages for both the patients and 
the healthcare providers (Kruse et al. 2020). The most important benefits might 
be summarized as: improved access to health care, improved quality of services, 
decreased management costs and reduced duration of the services. 

In the field of cardiology, the use of ICT has received a lot of attention and at the 
same time many technologies have been produced that can read the clinical condition 
of patients at a distance. Telemonitoring has become another field of improvement 
of health services offered to patients. The multiple variabilities between different 
patients, different contexts of use and different healthcare systems have led to further 
development of ICT in healthcare and in particular to an increase in remote moni-
toring tools. Telemonitoring has become an integral part of therapeutic processes in 
many fields including heart failure implants (Planinc et al. 2020; De Backer et al. 
2003). 

A boost to these implementations has been given by the COVID-19 pandemic that 
forced organizations and people towards their utilization (Bokolo 2021; Doraiswamy 
et al. 2020). Despite these benefits, the path to a real wide implementation and use of 
such technologies is still a long path as their adoption and integration in healthcare 
practices is very complex (Tersalvi et al. 2020). 

2.2 Telemonitoring in Cardiology 

Telemonitoring in cardiology is therefore a particularly interesting field of observa-
tion. It is an area where ICT-mediated communication between patient and provider 
is already an established practice. Remote monitoring of the parameters produced by
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implantable devices (i.e., pace makers, implantable cardioverter defibrillators) is not 
a novelty. However, pandemic offered the opportunity to extend monitoring to other 
facets of cardiological monitoring. Problems arising from poor adherence to treat-
ment and the non-linear trend in patients’ attention to cardiological health (exercise, 
diet, therapy) is a source of hospitalisation and worsening quality of life. During the 
pandemic, patients with heart failure were one of the most affected subgroups as 
face-to-face visits were all cancelled. Therefore, their vulnerability required specific 
measures to ensure follow-up visits while preventing accessing the hospital (Graham 
et al. 2006). 

Various forms of telemedicine and remote monitoring were developed rapidly and 
widely implemented for these patients (DeFilippis et al. 2020). While telephone calls 
often replaced face-to-face visits, this led to some complexities and limitations that 
cannot be managed on a large scale by the current hospital organisation. In addition, 
telephone monitoring requires specific skills as it generates a large amount of data 
that must be managed by staff trained for this purpose and it is a time-consuming 
process (Angermann et al. 2012). 

While these studies have demonstrated the effectiveness and positivity of remote 
monitoring in cardiology patients, the interpretation of the organisational phenomena 
that have accompanied these sudden transformations seems much more complex. 
Organisational resilience in these situations is one of the most difficult challenges in 
order to make the changes stable over time (Testa et al. 2022). 

Our paper analyses how pandemic allowed for new forms of telemonitoring of 
cardiologic patients. Drawing on a pilot implementation carried out in an Italian 
region, we discuss the challenges in developing and scaling up a multiprofessional 
remote monitoring practice aimed at becoming a part of the healthcare service. 

3 Context and Methodology: Cardiology Departments 
in Two Different Hospitals of the Same Public Health 
Company 

The purpose of the empirical research was to capture the implementation, evolution 
and institutionalization of a telecardiological remote monitoring practice set up at 
the onset of COVID-19 pandemic. We adopted a qualitative research design to flank 
the phases of the evolution of the project from its design to its piloting, from its 
refinement to the redesign and scale up. To this aim, we conducted a longitudinal 
analysis involving the institutional stakeholders, the innovation managers in charge 
of the design of the remote monitoring system, two departments of cardiology, and the 
patients involved in the first piloting. In total, our informants were seven professionals 
(in brackets the number of times we interviewed each informant).

. The General Director of the Regional Health Department (1)

. The Director of technological innovation for the health sector of Regional Health 
Department (1)
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. The Director of the Research Centre for health technology innovation (2)

. The Project manager of the Provider of technological infrastructure (2)

. The Project manager of the telemonitoring system (2)

. The Head of the Cardiology Department 1 (1)

. The Head of the Cardiology Department 2 (2). 

The research has been conducted in two distinct phases. In the summer of 2020, we 
focused on the pilot implementation in Cardiology 1 through seven interviews with 
the stakeholders involved. In early 2021 we conducted four new interviews with the 
Director of technological innovation for the health sector of Regional Health Depart-
ment, the Director of the Research Centre, the project manager, and the cardiologists 
of Cardiology 2. 

Besides interviews, information about how departments are organized was gath-
ered from scientific articles authored by the cardiologists and documentation 
regarding the remote monitoring system design and implementation was also anal-
ysed (Maines et al. 2020, 2021). Contextual information regarding the development 
of the project was gathered by the first and third authors of this paper which, at the time 
of the first piloting, worked in the Research Centre that developed the technological 
system. 

Cardiology 1 is a department with a long history of experience with telemedicine 
and the associated organisational redesign. Patients with implantable devices are 
monitored by two dedicated nurses that perform a systematic check of the signals 
coming from the devices. The manufacturers of the devices allow health personnel 
to pick up specific alerts to monitor the situation in detail. Cardiology 2 belongs to 
another territorial hospital of the same health authority and it has a less mature and 
less institutionalised monitoring system in place. Monitoring is still performed by 
medical staff who check alerts from devices in their free time and between scheduled 
visits to the outpatient unit. Contact with patients is still mainly by telephone. 

During the first pandemic wave a collaboration with the Research Centre led the 
design and implementation of some telemedicine systems. Cardiology 1 benefited 
from the first implementation of a telemonitoring system to allow routine visits to 
be performed online to comply with the social distancing protocols adopted by the 
hospital. The system was further developed and it integrates data from both the 
implantable devices and other sensors such as portable devices (e.g. smartwatch, 
scales) and it is now implemented in both piloting sites. 

Previously, the signals from the devices were organised according to propri-
etary applications provided by the device manufacturers. The hypothetical number 
of patients with cardiac monitoring/support devices is about 5000 people in the 
territories covered by these cardiology services. 

The paper attempts to compare the organisational processes triggered by the 
adoption of the telecardiology system. From an organisational point of view, it is 
interesting to understand how the same health authority interacts with two different 
of the cardiology services. Both services work to meet the needs of patients with 
implantable devices. Since COVID-19 has accelerated the organisational process, it
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is interesting to investigate these contexts in order to understand how the organisa-
tional transformations determined by the pandemic are the outcome of dynamics that 
affect the different internal articulation work. The institutionalised processes and the 
perception of the constraints posed by the healthcare system demonstrate how the 
work of articulation also generates a redistribution effect of organisational power 
that is not linear. We will try to understand in this regard why the two organisational 
models of Cardiology 1 and Cardiology 2 differ and why (Fig. 1). 

Fig. 1 Cardiology department 1 and 2
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4 Findings 

4.1 Organization Experience 

The regional administration has a longstanding history of promotion of technological 
innovation in healthcare which has led over time to several telemonitoring projects. 
The partnership with the Research Centre, allowed the designing, piloting, and imple-
mentation of systems to connect patients and providers in several domains, from 
diabetology to cancer care, from asthma to peritoneal dialysis. Such endeavour has 
been largely made possible by adopting a common technological platform adapted 
and customized for each domain (Eccher et al. 2011). 

Despite some success, the institutional stakeholders have mixed feeling with 
regards to the overall results of the innovation activities, blaming the healthcare trust 
for being not responsive enough in adapting to the possibilities offered by technology. 

The director general of the Regional Health Department outlined several times 
in the interview that complexity “is all in the field of the slowness of the health 
authority in adopting the proposed solutions”. At the same time, the director’s inter-
view revealed that the administrative structure does not understand much about the 
complexities of working in the health structure. These complexities appear much 
clearer to the Director of Innovation, who has always insisted on the point that trans-
formations must be multi-stakeholder, although he admits: “we are usually too slow 
in these processes, both in terms of development and in terms of adopting the various 
solutions”. The administration side, therefore, presents an approach that is a push 
for innovation but which alone is not enough. 

In the two piloting settings the monitoring of patients has been traditionally carried 
by means of a telephone call that periodically allowed to check, through few ques-
tions, the patients’ adherence to the therapies. Subsequently, implantable devices 
made monitoring possible via digital sharing of data accessed by clinicians through 
a proprietary dashboard created by manufacturers. 

Thanks to the pandemic a new remote monitoring system provided patients with 
an app for monitoring and doctors with a dashboard to control the devices of all the 
implantable devices used. This application allows patients and nurses (or doctors) to 
perform televist as well. So, when requested by situation, patients and clinicians can 
interact with a dedicated infrastructure that can support traceability of the overall 
process. 

At the time of writing this paper, in Cardiology 1, visits are scheduled when the 
need arises. This new way of monitoring patients has also allowed to reorganise the 
work of the staff. A first element that clarifies the effectiveness of the therapeutic 
model implemented can be derived directly from the account of the doctors of Cardi-
ology 1 when they state that their experience has become the basis for the promotion 
of a Diagnostic-Therapeutic Care Pathways (DTCP) adopted by the regional health 
authority. Cardiology 1, in recent years, was able to receive additional resources and 
recruit two dedicated nurses trained in remote monitoring of devices.
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“Our philosophy is the winning one (…) consider our model (DTCP) on heart 
failure: we started with heart failure patients which are the most delicate ones, which 
is just to manage a little bit like device carriers. We follow you, we monitor you all 
year round, there is a nurse who is available during working hours every day etc. 

You can call them and manage situations. You have a problem, we schedule you 
a visit the week after… in short, if the doctors see the urgency immediately and 
sends you to the emergency room, if something that can be evaluated in the following 
days, we try to schedule the visit within 10 days, if there is no urge you can be seen 
even a month later. This is the paradigm shift in patient management, i.e., you no 
longer make the visit when you have scheduled it, but you make it when you need it”. 
(Doctor1). 

The reorganization is presented as a success story that allowed the redistribution 
of work within the department and the creation of a new approach to device data and 
patient management. This was made possible on the one hand with the support of 
the healthcare organisation, and on the other hand by the willingness to engage with 
private providers of heart failure devices. 

In Cardiology 2, the situation is similar due to the availability of the tech-
nology provided by the public health company, but the organisation did not have 
a history of previous experimentation and therefore the doctors still must reorganise 
the department to make room for this new way of managing patient monitoring. 

“As I understand it, the health administration aims to expand telemedicine. In 
practical terms, this means that the head nurse must remove two nurses from her 
shifts and devote them to the outpatient department, which I don’t think she can do 
at the moment, otherwise she would have already done so. To relocate them, you 
have to define which are the essential services of the ward etc., it is obvious that you 
cannot do that”. (Doctor2). 

In this situation, the introduction of technology has not brought any real benefit to 
the department in terms of redistribution of work, and therefore an intense articulation 
work is needed to define the “agreements” needed to provide the required service. 
The doctors’ accounts highlight the fact that this work obliges them to use their free 
time at weekends and during breaks from work. In addition, the doctor coordinating 
the pilot project reports on his additional burden created by the new organisational 
model stressing that it is manageable as a pilot that involves ‘just’ 30–40 patients but 
that those numbers cannot be scaled up without additional dedicated workforce. 

“At the moment, as far as telecardiology is concerned, at least as far as heart 
failure is concerned, it is almost zero… meaning that we have started with the app, 
we are making a few televisits, which basically means a phone call at the moment, 
but we do not have, for example, dedicated nurses, we do not have a preferential 
channel that allows us to enrol patients, to monitor them… that is, in my free time I 
read the reports of the app, but at the moment we have 30–40 patients, when there 
will be 200–300 I doubt that I will be able to keep up with this in my free time.” 
(Doctor2). 

In Cardiology 2, the ambiguity of the terms “adoption of new technologies” and 
“resilience” is brought out. Organisations never cease to be potentially conflictual 
and open fields in this regard. Telemedicine is represented by healthcare managers as
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a support to clinical practice and a viable way to increase organizational efficiency 
through a reorganization of internal resources. For clinicians, instead, telemedicine 
requires additional resources to make room for the additional time needed to perform 
additional monitoring. While Cardiology 1 has faced the problem in the past and it 
managed to secure additional staff, Cardiology 2 has yet to start to negotiate with the 
management and it struggles to manage the pilot performing unpaid overtime. The 
experimental nature of the project and the possibility that this innovation may change 
the approach to telemedicine, clashes with the “additive” nature of the change that 
cannot take place without a proportionate choice of resources and support from the 
organisation. 

4.2 The Double Face of Resilience in Organization 

While cardiology departments are urged to make room for experimentation, the 
framework of competencies takes on different dynamics between the pilot sites. 

In the case of Cardiology 1, the greater experience and the reorganisation of the 
department allows doctors to envision new target groups eligible for telemedicine. 
The reorganisation has generated a new arrangement of people and technology. This 
shows a new “outlook” on the diagnostic pathways to be offered to patients who are 
currently treated by the department in traditional ways and not through the new moni-
toring system. As the doctor 1 reports, these organisational processes also require 
patients to change their perspective regarding being taken care of. For the new model 
to function, patients must systematically input personal data in a timely manner 
into the app to share them with the department. Committing to such a task implies 
recognising the dominance of the new technological system over the care process. 

“In the philosophy of the app now, the philosophy has been to say let’s start with 
the decompensated heart failure patients, because we have a project for that, but the 
philosophy afterwards is to extend [the model] to all the chronic. The strength of the 
app, in my opinion, lies in this, in educating the patient to manage these things, to 
give you the data and to be [active] part of his disease [management]… that is, it is 
not me who has to manage everything, it is you who are involved in the management 
because you have to weigh yourself, you have to do this, you have to give me the data, 
you have to call me if there is a problem. This is the winning thing here.” (Doctor1). 

In this perspective, the system must go through various moments of fragility and 
complexity for both the department and the patients, because the rules of engage-
ment in the distribution of the various tasks of monitoring are changing. More-
over, the technology, as an experimental one, shows its vulnerabilities that can feed 
resilience in two directions. A first direction is that of the organisation not being able 
to rely ‘entirely’ on the new technology. In this case the resilience is of the health 
personnel who find suitable pathways to ‘survival’ and effective camouflage against 
technological innovation. 

“But my philosophy will not be to use [so far] the televisit instead of the phone 
call because it’s still a bit more cumbersome, it will only be when I can use the
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app to make a phone call to the patient without having to give them advance notice, 
without having to go into the… [phone call] tell him that we’re going to do it, because 
otherwise we’ll lose more time.” (Doctor1). 

Moreover, until the new technological set-up has obtained sufficient guarantees 
of stabilisation, it is neither possible nor convenient to abandon the previous methods 
when adopting the new technological solutions. For example, since recruitment of 
patients is represented as a cumbersome and lengthy process doctors have decided 
to reduce the number of patients involved. Moreover, since the pilot did not foresee 
detailed inclusion/exclusion criteria, doctors enrolled patients deemed able to manage 
the app discarding other potential candidates. As the experimentation progressed, in 
fact, doctors realized that some skills and workarounds were needed to ensure the use 
of the app and some senior patients could not be relied upon if not properly assisted 
by a relative or a caregiver capable of using a smartphone. 

“The televisit, for example, still has a problem in my opinion, because the way the 
app is structured requires me to phone patients, tell them to switch on [the phone], 
tell them to access the app, give consent, and do the tele visit. Yesterday the tele 
visit didn’t work, because they changed something about the support, etc. So, the 
technology needs to be a bit more stable. So, an 80-year-old with the mobile phone 
is not always mean eligible to have the app because if there’s no family member with 
him [anti COVID-19 rules], if they can’t remember the password, or maybe they can 
turn it on but to download the app the phone asks you for the password again… In 
short, technically it is not always feasible.” (Doctor2). 

This last account helps us to understand how room is made available for resilience 
on the patients’ side, especially if they are particularly old. There is, also, the 
resilience of some patients who do not accept this incorporation into monitoring 
systems and therefore try not to allow themselves to be included in a flow created by 
apps and devices. 

“There is a 3% of patients with devices that do not have remote monitoring. There 
are some who don’t want it because of strange beliefs or some who have old devices 
that cannot be monitored.” (Doctor1). 

4.3 The Technologies, the Choices, the People 

While cardiologists provided a shop floor perspective of the implementation of the 
new monitoring system, the project manager was interviewed to position the initiative 
in the broader picture of a more comprehensive initiative to push telemedicine in the 
region. The primary challenge here is creating the conditions for direct adoption of 
the system. The attention is on the possibility of intercepting traditional monitoring 
practices and making them compatible with the automated ones of the system made 
available. 

“So, we basically created a very simple platform, but during the year COVID was 
able to take on patients. We did an initial beta test with Cardiology 1, which lasted 
three to four months with about thirty patients. We then had an evaluation by the
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internal sociologist staff, so I would say that the results were very comforting. In the 
beta test phase, we changed and optimised a few things with the development team, 
so that the app would be confident with both the patient part and the dashboard for 
the doctor.” (PM1). 

As this extract shows, there does not seem to be anything ‘new’ in the way tech-
nological solutions are proposed by the health authority, but the novelty this time 
is in the change of context generated by the pandemic. Telemedicine, having been 
regarded as a second-best option to provide care services, does not belong to a long 
distant future but it has become the only viable option to deal with the constraints 
of social distancing. The Research Centre that built the new telemedicine system 
became a relevant partner to provide services needed to grant the continuity of care 
during the emergency. The emergency allowed to push the boundaries and envision 
systems which do not simply allow to deal with the pandemic but aim at becoming 
a cornerstone of a new form of service provision by integrating external devices to 
have some monitoring work delegated to technological devices and wearables. 

“We’ve done this with Apple Watch, we’re coming out next week with the release 
of the Cardiology app with the ability to give direct download of data coming from 
Apple Watch… Apple Watch the latest version… There’s also the ability to have a 
one-lead ECG that got FDA approval a couple of months ago regarding the diagnosis 
of atrial fibrillation.” (PM3). 

These experiments are combined with other experiments to gain a better under-
standing of how subgroups of patients act and to have retail technologies that are 
also considered acceptable by the authorities in the medical field, even for carrying 
out particularly sensitive biometric checks (e.g., FDA approval about Apple watch). 
This greatly reduces the resilience of medical staff, who usually do not trust patients’ 
self-measurements. Patients have less and less work to feed the databases on which 
healthcare companies and private operators rely heavily. In seizing these opportuni-
ties, stakeholders recognise that “this time” the step seems firmer and more decisive 
to generate a paradigm shift with the patients involved. The system itself becomes a 
new opportunity for a new “digital therapy” prescription which they hope will soon 
be included in the procedures delivered by the health system. 

“So, the app starts to become a digital therapy tool… this is the step we decided 
to take. The next step is to codify this service, because currently it is not codified… 
or rather, the telemonitoring is codified but the app is not codified as a service of 
the healthcare system. In the region, at the beginning of this year, we defined the 
DTCP for heart failure. The DTCP is basically a document for the diagnostic and 
therapeutic evaluation of certain chronic pathologies. We have reworked the DTCP 
for heart failure with the healthcare authority, and it is the first time in Italy that a 
DTCP has the possibility of integrating the care of a patient with technology. So, it 
is the first time in Italy that such wording appears.” (PM1). 

The new DTCP paved the way to semi-automated data monitoring by an algo-
rithm and a limited intervention of healthcare professionals to check and validate a 
suggestion to be sent through the app to the patient. The PM, a cardiologist herself, 
represents this shift in terms of organizational challenges and opportunities. COVID-
19 provided the opportunity for telemedicine services to find a legitimate space in
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the daily organisation of the workload. Some clinicians could work from home, 
the offices were empty and available for urgent, unpostponable visits, and the time 
for sanitization between visits was reduced. Beyond the pandemic, the cardiolo-
gists remarked the importance of organisational changes for a new technological 
approach to be successful. The introduction of the telemonitoring, in the medical 
areas involving cardiological consultation and monitoring, encouraged a shift from 
the traditional periodic visits to on-demand visits, where the patient is constantly 
remotely monitored and it is called for a face-to-face visit with the clinician only 
when a visit is needed, in a proactive way. In addition, the adoption of telemonitoring 
was perceived as a viable solution leading to a significant decrease of workload of 
health professionals on one side, and in terms of interfering with patients’ agenda on 
the other. 

“The big problem now is organisational change: if I have technology without 
organisational change, it is useless and creates even more confusion. In Cardiology 
2, they managed to change the decompensation outpatient clinic by adding another 
nurse to the nurse who was following the telemonitoring patients on a part-time 
basis. Now it is [Cardiology 2] that has to make some choices, also from an organi-
sational point of view, the number of nurses who follow and will follow these patients 
remotely.” (PM1). 

According to the project manager, the potential benefits are significant and range 
from the reduction of unnecessary visits, shortening of waiting lists, and the possi-
bility to avoid face-to-face encounters when not strictly necessary. However, such 
results largely depend on how each department will confront the associated organi-
zational challenges. Each department, in fact, is required to rearrange their working 
practices to accommodate the new technology (“Now it is Cardiology 2 that has 
to make some of choices”) to benefit from what the system can offer. Among the 
others, the system can provide some practical solutions to streamline work routines 
by providing a unique access point to several data sources. Before the introduc-
tion of the systems, in fact, the considerable complexity of cardiology monitoring 
of implanted devices in patients depended also on the different dashboards health-
care professionals had to switch between during the visits if they wanted to have an 
overall picture of their patients. In addition, the bureaucratic constraints associated 
with the administrative recognition of these services require that the work carried out 
by healthcare personnel be documented. This requires particularly intense “junction 
work” performed by staff (Piras and Zanutto 2016). 

“They [healthcare professionals] had to enter all 4 dashboards, so it’s a waste 
of time anyway. On the other hand, telecardiology service is now recognized as a 
legitimate service by the healthcare authority, but you have to prove that you have 
done that service. So, the nurse had to go to the portal of the healthcare authority, copy 
the PDF, the summary of the final PDF, and paste it in the healthcare IS which is the 
hospital system so that, at the annual reporting, they would say that the cardiology 
department has made a certain number telemonitoring visits to process to claim 
regional reimbursements from the Health Ministry…” (PM1). 

Besides the mundane details of the technologies and the organizational constraints 
and challenges, the project manager presented the new initiative as a part of a broader
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strategy put forth by the regional healthcare authority to promote telemedicine lever-
aging on the opportunities offered by the pandemic. On the one hand, the emergency 
made it possible to strengthen the partnership between the regional government, 
the healthcare authority and the Research Centre. The funding for the project came 
from a COVID-19 dedicated funding scheme which allowed experimentation without 
investing a budget. On the other hand, the pandemic played a decisive role creating a 
fast lane for telemedicine projects aimed at reducing the risk of infection in hospitals 
during the critical phases of the infection. 

“I admit that if it hadn’t been for COVID, we probably wouldn’t have reached this 
level. I mean that I often hold conferences, I often speak at courses, and I have seen 
a palpable difference between when I spoke before and when I speak now. Before the 
audience of doctors, when they heard about these things, was quite lukewarm if not 
reluctant, now I must say that the attitude has changed a lot. I don’t expect 100% 
of decompensated and arrhythmic patients, hypertensive patients, post-infarction 
patients to be monitored with the app, not at all. I expect a proportion of these 
patients to be remotely monitored. Obviously, the amount will depend on the type of 
patient, on how many resources the hospital decides to include.” (PM1). 

The adoption of the system has allowed the healthcare authority to develop organ-
isational potential both on the side of infrastructure and on the side of organisa-
tional behaviours and practices of healthcare personnel. This means that the solution 
adopted must be able to grow and be compatible with the different levels of maturity 
of the organisation so that it can be used with the appropriate patients for this new 
monitoring organisation. Clearly, this is largely dependent on making proprietary 
device data available in a way that is transparent to the patient, who no longer has to 
deal with it. At the same time, healthcare professionals can access this data without 
having to change interfaces and access protocols. This proved to be practically suit-
able for the target population, which often has low IT literacy, low commitment to 
specific data entry and limited resources from caregivers at home. 

5 Discussion and Conclusion 

According to a widely mistaken etymology, the Chinese word for “crisis” is (incor-
rectly) said to be composed of two characters signifying “danger” and “opportu-
nity”. Despite being a misinterpretation, the idea that an emergency creates room 
for a positive change has found significant echo in popular culture and it summa-
rizes quite accurately the representations of the actors involved in the process of 
designing, deploying, testing, and scaling up a telemedicine solution described in 
the previous pages. All actors involved concur that while implementing telemedicine 
service requires lengthy and painstaking processes, the pandemic has offered an 
unparalleled opportunity not to be missed to take a giant step forward. The sense 
of urgency of clinicians and healthcare managers is largely due to the unparalleled 
alignment of loosening of institutional constraints, funding opportunities, and an 
overall favourable environment. The opportunity was seized firstly by re-adapting an
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existing system to the needs of cardiology, and subsequently by designing a specific 
layer to address the requests of the two departments. This strategy is consistent with 
the perceived need to ‘strike the iron while it is hot’ and introduce changes during 
the pandemic and work to make them permanent. 

The first pilot conducted in 2020 highlighted several positive implications of 
adopting telemedicine such as the possibility of avoiding unnecessary travel and 
contacts during the COVID-19 epidemic; the possibility of reducing the organiza-
tional burden linked to visiting patients for simple routine follow-up visits at the 
clinic; the potential scalability of the tele visits and its adaptability in different 
departments. 

Despite the overall positive results, however, there is one significant tension. 
Such tension stems directly from our analysis and it has been suggested by the 
comparison of the two trial sites and it relates to the different expectations regarding 
telemedicine by doctors and the healthcare organization. Datafication of healthcare 
is a phenomenon that predates the COVID-19 pandemic. Most likely, though, the 
prolonged emergency will boost the spreading of IT in different healthcare domains 
requiring new kinds of expertise, organizational change, data management practices 
just to name a few adjustments. As clinical practice becomes intermingled with “data 
work” (“the activities related to creating, collecting, managing, curating, analyzing, 
interpreting, and communicating data”, Bossen et al. 2019) healthcare infrastructures 
and IT systems become a cornerstone of many services. IT systems, however, may be 
regarded quite differently by healthcare managers and clinicians. As illustrated by the 
excerpts presented above, they do not share the same perspective with regard to the 
effort needed to redesign the organizational processes implicated in the furnishing 
of telemedicine. Moreover, while managers envision a more efficient care delivery, 
clinicians represent telemedicine as a different way of working rather than a more 
productive one. 

While managers claim that the increased volume of data received through devices 
will allow for personalized forms of care, clinicians are more likely to point to the 
additional resources needed to scrutinize those data. Doctors regard telemedicine as 
requiring the acquisition of additional skills. While data analysis can be assigned 
to nursing staff under medical supervision (Cartwright 2000), new staff needs to be 
hired to perform the additional data work. Such difference is well illustrated by the 
different way the pilots were handled in the two departments under scrutiny. While 
Cardiology 1 was able to secure new resources and assign them to telemedicine, 
Cardiology 2 did not yet manage to acquire new nursing staff leading doctors to 
practice telemedicine in his spare time. 

Telemedicine schemes require patients to acquire new competences that go beyond 
the ability to deal with IT. Doctors involved in the pilots imply that a new therapeutic 
alliance needs to be established with patients. As one doctor put it “it is you [the 
patient] who are involved in the management because you have to weigh yourself, you 
have to do this, you have to give me the data, you have to call me if there is a problem” 
(see Sect. 4.2). The willingness to adopt a proactive approach, however, could not 
be taken for granted. However, remote monitoring assumes that professionals and 
patients play their part in dealing and sharing health information on a regular basis.
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Involving patients in data collection, however, can be a daunting task and its success 
ultimately depends on making data collection a meaningful activity for patients and 
for the organization. The model envisioned by the departments, however, may not 
be suited to generate the desired patient engagement neither for the professionals. 
Patients with cardiac implantable devices have no access to the data automatically 
sent to the department and they would not be able to interpret them unless they were 
properly trained to do so. 

At the same time, doctors and nurses must fit these new practices into a framework 
of meaning that is still unstable. Thus, the system is asked to consolidate a complex 
setting that still has to align all its allies. 

In this sense the system can evoke the new but without being able to “generate” 
it. However, it has the capacity, by design, to redistribute work and to promote new 
ways of representing the working practices of the various human and non-human 
actors in health data management. 
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Smart and Inclusive Museums 
for Visitors with Autism: The App Case 
“A Dip in the Blue” 

Luisa Varriale , Roberta Cuel , Aurelio Ravarini , Paola Briganti , 
and Giovanni Minucci 

Abstract This paper aims to investigate how digital technologies can make 
museums ‘smart’ and ‘inclusive’ engaging visitors, especially people with special 
needs. Adopting a bottom-up approach and a participatory design, this exploratory 
and qualitative study describes the design and development of a specific App for 
children with Autism called ‘A dip in the Blue’ of archaeological museum located in 
Southern Italy (The Archaeological Museum of Paestum and Velia). Starting from a 
specific toolkit, a paper visual agenda, planned according to a specific format (forms, 
figures, colours, and emoticons), which made children and their parents to really 
enjoy the museum environment overcoming the barriers and limits that usually exist 
for them, the App provides a digital visual agenda and further services and facilities. 
Thus, after the first visits at the museum, the paper visual agenda became a virtual 
visual agenda that supports children with Autism and their family, as well as all the 
young visitors. The App has been designed and developed following all the specific 
standards and criteria of the Universal Design and considering the specific needs of 
the special visitors adopting a bottom-up approach, indeed, autistic children were 
actively involved in the design and development process with their families and all the 
operators. The paper provides some effective best practices for museums to become 
smarter and more inclusive through digital technologies and real users’ needs.
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1 Introduction 

Many museums develop or adopt solutions worldwide to be committed to acces-
sibility and accommodations for the overall general public, such as ramps for 
wheelchair users or closed captions for the D/HH (deaf and hard-of-hearing) visitors. 
However, not all disabilities and disorders are visible. 

Museum professionals face many challenges in developing solution to allow visi-
tors with specific disabilities and disorders to really enjoy the museum experience [1]. 
Numerous museums already promoted and adopted special programs for people with 
specific disabilities or disorders. Studies about the benefits derived from museums 
for individuals with Autism are still scarce, as well as the additional features required, 
as services, provided by museums for meeting the specific needs of the individuals 
with Autism are still undeveloped. 

Autism represents a disorder that specifically impacts on the individual’s brain 
before the age of three years, creating much difficulties in communication and social 
skills, or also influencing the individual’s behavior. Autism, which involves more 
boys than girls, constitutes one of the 5 brain disorders classified under the Autism 
Spectrum Disorders (ASD).1 Individuals with Autism, generally with ASD, have 
difficulties in non-verbal and verbal communication language and difficulties to 
socialize. Therefore, museum environments could represent a very strong experi-
ence for these visitors becoming stressful and dangerous. Too much noise, flashing 
lights, etc., stimulate too much making the environment uncomfortable and agonizing 
for these individuals [1–6]. Museums increasingly adopt technological solutions to 
improve their offer to visitors, becoming smart museums, where technologies have 
been adopted making the visit experience unique and attracting tourists as well 
as people with special needs [6–8]. Museums have been eliminating the physical 
barriers, but thanks digital technologies they can be able to eliminate the sensory 
barriers, becoming really and much more inclusive. 

This exploratory and qualitative study, adopting a research driven research 
model, through a bottom-up approach and a participatory design, aims to investi-
gate museums in the perspective of being smart and inclusive through the adop-
tion of digital technologies for children with Autism and their families. To achieve

1 The Autism Spectrum Disorders (ASD) includes 5 different brain disorders: Autism, Asperger 
Syndrome, Childhood Disintegrative Disorder, Persuasive Developmental Delay-Not Otherwise 
Specified (PDD-NOS), and Rett Syndrome (WebMD). More specifically, due to the variety of 
symptoms and the complexity in providing a coherent and homogeneous clinical definition, it is 
more common to correctly use the expression Autism Spectrum Disorders (ASD, Autistic Spectrum 
Disorders) which includes a whole series of pathologies or syndromes having the aforementioned 
behavioral characteristics as a common denominator, albeit at varying degrees or levels of intensity. 
In this study we generally talk about “children/young teenagers with Autism” or “children/young 
teenagers with ASD”, by distinguishing between low, medium or high level of functioning. 
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this goal, we follow a two-step research process. First, we conduct a review by 
analyzing and summarizing the most relevant contributions in the research on smart 
and accessible and inclusive museums, and specifically museums and visitors with 
Autism. We systematize and underlie the main research orientations of scholars 
providing a clear scenario about the gaps still existing in the research, especially with 
regard to the adoption of technological solutions addressed to people with Autism. 
Second, we design and develop a specific App as a virtual visual agenda investigating 
several visits at the Archaeological Museum of Paestum and Velia in Southern Italy, 
Campania Region. Also, the importance to adopt a collaborative orientation, with a 
participatory design, and to develop effective managerial and didactic/pedagogical 
practices for achieving the maximum social inclusion has been evidenced, as well as 
it has been outlined the need to effectively train and educate all the people involved 
in the museum visits and the design process for children with Autism, including 
parents, museum staff and operators. 

In summary this study describes the design process drawn from a multidimen-
sional approach (bottom-up approach and participatory design) to conceptualize and 
design an accessible and inclusive museum-based app. 

The reminder of the paper is structured as follows. The Sect. 2 describes the 
methodology adopted, that is a two-step research process. In the Sect. 3, a brief  
review of the main contributions in the literature has been conducted for clearly 
explaining the concept of smart and inclusive museums through the digital technolo-
gies. Then, the subsequent Sect. 3.1. focuses on the specific link between museums 
and visitors with Autism with the contribution of technologies. Section 4 provides 
details about the design and development of the specific App for the museum experi-
ence visit. Finally, the Sect. 5 provides concluding comments, limitations and future 
perspectives of the study. 

2 Method  

This paper consists of two-step study process. Firstly, we conduct a deep review of the 
literature for analysing and summarising the most relevant contributions existing on 
museums considering two main related topics, that is smart museums and inclusive 
museums. Smart museums consist of a symbiosis between technology and exhibi-
tions, where the adoption of digital technologies aims to improve the delivery to 
visitors of the large and complex cultural heritage, also creating the conditions for 
enhancing their interaction allowing creative processes. In this case, several advanced 
technological applications have been developed and implemented, like Internet of 
Things (IoT), Augmented Reality (AR), Augmented Virtuality (AV) and so forth. 
Inclusive museums concern the accessibility and usability of the museums, for all the 
visitors by overcoming all the physical, cognitive or sensory barriers making visitors 
with disability, and in general with special needs, able to completely and success-
fully experience museum visit. We consider only published studies clearly focused 
on smart museums, inclusive museums, social inclusion, disability and Autism over
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a 20-year period (1998–2020). The online search adopted and combined the key 
words “museum”, “smart museum”, “inclusive museum”, “accessible museum”, 
“autism friendly museum”, “autism”, “managerial solutions for accessible muse-
ums”, “managerial solutions for inclusive museums”, “pedagogical and didactic prac-
tices”, “teaching solutions”. This was performed in two main freely accessible web 
search engines specifying in academic contributions, that is the ISI Web of Science 
(WoS) and Google Scholar (GS). Specifically, the online search in both websites was 
conducted in two main phases: 1. The key words ‘smart’, ‘inclusive’ and ‘acces-
sible’ were combined with the term museum (“smart” OR “inclusive” OR “accessi-
ble” AND “museum”). Here, we obtained 15.900 results in GS and 2755 results in 
WoS; 2. The previous key words were combined with the terms ‘autism’ and ‘autism 
friendly museum’ (“smart” OR “inclusive” OR “accessible” AND “museum” AND 
“autism” AND/OR “autism friendly museum”). Here, we obtained 3.500 results in 
GS and 25 results in WoS. 3. We matched the results from both websites and only 
we considered papers and chapters in English language with at least one key word in 
the title corresponding to “museum”, “smart”, “inclusive”, “accessible”, “autism”. 
Finally, we had about 355 results. In more detail, the papers have been selected using 
the criteria described below. First, we consider only papers in academic journals 
and chapters published during the last two decades, 1998–2020. Second, the papers 
had to be published in English and contain at least one of the selected words and 
terms directly or indirectly in their titles. Third, the papers had to have dealt with 
research issues and the most relevant keywords, i.e., “smart museum”, “accessible 
museums”, “inclusive museum” and “autism friendly museum”, need to be included. 
All the identified studies were analysed to identify relationships between the issues 
investigated. The abstract of each paper has been briefly read by the authors and 
then undertook a complete reading of each paper after outlining its relevance for our 
research. 

Secondly, we investigate the experience of one specific App, the Project ‘A dip 
in the blue’, designed and developed within the program Autism friendly realized in 
one archaeological museum, located in Paestum (Salerno) in the Southern Italy, in 
Campania Region, the Archaeological Museum of Paestum and Velia. The Archae-
ological Museum of Paestum and Velia was chosen for two main reasons. First, this 
museum pays an increasing attention to accessibility issues and especially to the 
social inclusion, mostly in the last years where it is possible to observe numerous 
interventions in this direction, e.g. the introduction of ramps for wheelchair visitors, 
the proposal of specific programs for blind or deaf visitors. Second, this museum 
records a significant growth of its visitors. Indeed, in the last four years, in Italy, espe-
cially in the Southern regions, like Campania, museums record a significant growth 
of their visitors and profits. In particular, in 2017 the Archaeological Museum of 
Paestum is among the most visited by tourists in Italy with 441,037 visitors with an 
increase of about 15.10% compared to 2016 (about 382.172 visitors) [9]. 

The research study was conducted through a partnership between local public 
universities in Campania Region in the Southern Italy that is ‘Parthenope’ and 
‘Federico II’ University, the Archaeological Museum of Paestum in Southern Italy, 
and a local social enterprise involved in social services for people with disability,
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especially individuals with Autism, the social enterprise ‘Il Tulipano’, and the all 
associations of families with children with Autism. 

This App has been designed and developed thanks to the numerous experiences 
gained previously through the visits at the museum planned and carried out for fami-
lies with children with Autism using specific programs (didactic and managerial 
solutions) supported by the toolkit “visual agenda” for the kids. The App represents 
the translation of the paper visual agenda used during the first visits at the museum, 
in digital visual agenda with several advanced functions for improving the involve-
ment and interaction of the kids. The App has been designed and developed thanks to 
the data and information collected during the previous visits at the museum through 
interviews, questionnaires, personal schedules, focus groups directly with the fami-
lies with children with Autism, museum staff and operators. The App considers and 
can be used by children/young teenager with Autism, with low, middle, and high-
functioning abilities (low being low verbal skills and high being Asperger syndrome). 
The design and development of the App were based on the didactic program and 
all the previous visit experiences following always a bottom-up approach, in fact, 
all the actors (researchers, museum staff, operators and parents of children/young 
teenagers with Autism) participated, through planned meetings (specific focus group) 
for discussing and defining contents and putting together different ideas strictly taking 
into account the concrete needs of the participants, responded to interviews and ques-
tionnaires, and compiled fact sheets for the visitors. According to previous studies 
on the topic [1, 2, 4, 5, 10, 11, 13–15] and past practical directed and undirected 
experiences already documented [10–12], the App is, therefore, the result of a deep 
analysis and further development of the original entire program (the visual agenda 
used during the visit, the steps of the museum visit path, and the instruments used 
for evaluating the overall initiative) using digital technologies. Hence, the current 
App project was realized thanks to previous studies and experiences on the topic 
and also of an opened discussion directly involving all the partners and players. An 
integrative schema for analysing the museum visit “Autism friendly” was developed, 
firstly defining the program (visual agenda) used during the visit of one specific area 
of the archaeological museum for the children with Autism. The original paper visual 
agenda consists of a little book created for kids with images representing parts to 
visit in the museum, emoticons for making the kids able to express their feeling and 
emotion about the visit, colours and forms for supporting kids in their visit in making 
the museum environment more comfortable and friendlier for them. The App can 
represent digitally the paper visual agenda. 

3 Smart and Inclusive Museums 

In the last decades, museums have been changing their way to serve visitors catching 
the attention of the tourists and to respond to their interests, museums provide inno-
vative solutions, like interactive and personalized museum tours, using also advanced 
digital technologies, like IoT (which can involve the extension of the Internet to small
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and low-cost “things” thought to create smart environments to provide new services 
to the users), AR or AV applications (which could support to appreciate art more 
deeply and make it more accessible to everyone), and so forth. In this perspective, 
museums become “smart”, where heterogeneous technologies make the museum 
environment much more interactive, innovative and accessible. Museums develop 
and implement apps able to facilitate the visitors in their fruition process, making 
information available, more or less automatically additional, in the form of text, 
audio or video files, images, that the museum intends to make available for specific 
part of its environment [6, 8, 12–14, 16–18]. Smart museums provide additional 
services and support to their visitors becoming much more attractive and giving real 
interactive experiences, using digital technologies with multiple applications able to 
give different and useful services. 

In this direction, there are many interesting examples that we can considered 
as expressions of smart museums experiences. For instance, Alletto and colleagues 
[8] in their study designed and validated an indoor location-aware architecture for 
enhancing the museum user’s experience. This wearable device uses “combines 
image recognition and localization capabilities to automatically provide the users 
with cultural contents related to the observed artworks” [8: 244]. The device uses 
a system which is based on a mix of elements, such as a Bluetooth low energy 
(BLE) infrastructure for the localization information, the Cloud to store multimedia 
contents produced by the users and to share environment-generated events on their 
social networks. All the services provided interact with physical devices through a 
multiprotocol middleware. The effectiveness of the system, designed also for being 
used with other IoT technologies, was evaluated in the MUST Museum in Southern 
Italy. 

Otherwise, a novel smart museum concept was proposed by López et al. [6] 
considering intelligent services able to enrich the museum’s collection, including 
knowledge acquired from museum’s experts and visitors. This novel concept for 
smart museums adopts the smart spaces approach for an IoT museum environment 
proposing a semantic infrastructure. Other scholars try to understand user’s onsite 
physical behaviors outlining that IoT allows to understand visitors’ information needs 
[19]. Also, a specific further architecture was proposed by Mighali et al. [20] able 
to improve the users’ cultural experience including connectivity, wearable devices, 
mobile devices, multimedia data in the cloud and a processing centre. Going beyond 
these important contributions for implementing the smart museum where the focus 
is on technological developments, others focus much more on visitors’ interaction. 
For example, López et al. [6] have explored “alternative forms of interaction which 
take advantage of the virtual continuum, able to include real objects in museum’s 
exhibitions making it behave like a smart object” [6: 3]. Overcoming the real envi-
ronment, the virtual continuum goes from real environments to virtual environments 
at the other, where thanks to the virtuality users can fully immerse within a digital 
synthetic world. Also, mixed Reality (MR) in the middle of the virtual continuum can 
allow real-world and virtual objects to interact and being displayed in a combined way 
[21]. In this scenario, AR increases information from the reality with digital content,
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while AV incorporates visualizations of real objects within a virtual environment 
[21]. 

Beyond being smart museums, as well as all informal learning institutions (e.g. 
zoos, art museums, science centres), have been increasingly paying their attention 
for improving access and inclusion for people with disabilities, overcoming any kind 
of barriers [3, 22, 23], also using much more digital technologies. 

Although museums promoted and implemented numerous actions for making 
their environment more accessible and inclusive, people with disabilities still report 
feeling excluded from museums [3, 5, 24, 25]. Full inclusion concerns cognitive and 
social dimensions, as well as physical, following the overall thoughts in the informal 
science education field [23]. Focusing the attention on criteria for inclusion, learners 
are able to “physically interact with and perceive the space, cognitively engage with 
the materials, and socially interact with one another” [23: 15]. Otherwise, inclusion 
efforts mostly focus on physical and cognitive inclusion and less on social inclusion 
[23, 24]. 

The international community, including institutions, academics, and firms, argues 
that museums should be “open to the public” [5, 26, 27]. Specifically, museums 
should be also accessible to all people with disabilities, overcoming any kind of 
barriers, that is physical, cognitive or sensory obstacles [28–30]. For trying to be 
accessible and inclusive museums also tend to adopt much more digital technologies, 
otherwise, Asensio and Asenjo [31] argued that technology represents a useful tool 
able to mediate between people and their own heritage messages [33]. 

Ramírez and Domínguez [34] investigate the case of Appside in Spain, an App 
developed thanks to the collaboration with GVAM and Orange Foundation. This 
specific App was designed for hearing and visually impaired visitors, and is consisting 
in the development of autonomous and details routes for visiting the museum through 
various languages, maps and sound and visual recordings. These technologies were 
co-designed and tested by over 200 disabled people in Spain, Austria and the UK 
[35]. 

Other examples of technological solutions developed and implemented for making 
museums much more accessible and inclusive are tools like are tactile digital replicas 
and interactive gesture-based audio guides, capable to enrich the tactile experience 
through digital interaction especially for visually and blind impaired people with 
audio feedback activated touching objects [36]. Other museum tools concern the 
use of 3D-printed models, laser cutting and the use of reliefs for sculptures and 
paintings, like for instance the laser cutting and 3D printing tools were developed 
in the Australian art galleries by Holloway and colleagues (2019), providing to all 
visitors, especially disabled people, a better texture of the sculptures. Furthermore, 
Cavazos et al. [37] designed a prototype combining 3D tools, plus other sensory 
experiences called 2.5D, with printed elements in thermoform, elements such as 
audio, wind or heat, and verbal elements for supporting above all the blind public. 
In most of these technological solutions the goal is always to improve and support 
the blind visitors’ autonomy and dependence in living the cultural experience also 
involving the artists during the p process of the tools [38]. In this direction, we 
mention also the ‘Façade project’ consisting of tactile representations by means of
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3D printing for blind people [39], or the ‘SeeingVR project’ representing a virtual 
reality which combines visual and audio zoom for low vision public [40]. 

Other interesting experiences come from the USA, like USA, the ‘Incluseum 
project’, based in Seattle, Washington, which propones new ways of being a museum 
through critical discourse, community building and collaborative practice related to 
inclusion in museums (Incluseum 2015 cit. in [41]) creating a community, like a 
digital environment, between museums and public and technology experts, where 
the solutions and progress in the field of cultural inclusion are shared, stimu-
lating informal partnerships for promoting inclusive practices. Ad well as in Spain, 
regarding the virtual museum collections, the DOMUS platform is capable to consol-
idate a Digital Network of Museum Collections in the entire country, which is 
currently CER.ES [42]. An interesting study by Vaz et al. [43] provides an eval-
uation about the use of technologies comparing experiences in museums and exhi-
bitions worldwide, investigating the way for designing and implementing facilities 
and digital media in order to improve the experience, especially for disabled people. 
Thus, wearable technologies, like smart watches, are considered as nonintrusive and 
lightweight solutions that are able to improve the visitor experience generating new 
and different emotions paying attention to different features during the visit [11]. 

3.1 Technological Solutions for Inclusive Museums: Focus 
on Visitors with Autism 

Social inclusion, which is essential for all museum’s inclusion efforts, is very impor-
tant especially regarding a subset of the disability community, that is individuals with 
ASD and their families [3]. ASD presents different expressions from person to person, 
but this kind of disability usually concerns challenges with social communication 
and interaction, along with the presence of narrow and repetitive behaviours, inter-
ests, or activities [44]. Thus, individuals with Autism spectrum can present different 
characteristics ranging from having no or minimal verbal language to having well-
developed language skills, or from having cognitive disability to above average IQ, 
and from needing only some support to function in daily life to needing substan-
tial support. Museums need to deeply consider the inclusion issue for visitors with 
ASD. People with ASD, more than other people with disabilities, experience several 
barriers in museums settings [1, 4, 32]. Indeed, museum environments generally can 
be distressful for people with Autism, because of many factors beyond the noise, for 
instance, flashing lights from a screen, children with loud voices, machines dinosaurs 
with too big roars, and heavy crowds [1]. These factors can make the museum visit for 
individuals with ASD a source of anxiety and sometimes panic, they can experience 
negative feelings related to the museum visit because the environment is not comfort-
able, without adequate accommodations and appropriate sound and light solutions, 
as well as quiet and inclusive setting. In this case, something that seems fun becomes 
for individuals with ASD very dangerous and sad. In the last decades, museums are
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paying a significant attention to the needs of people with Autism, trying to become 
more comfortable for them also thanks to the participation and partnerships with 
external institutions and specialized organizations [1] and also through the design 
and development of useful and effective technological solutions [10, 11]. Otherwise, 
numerous studies show that the integration into the community, as well as through the 
museum visit experience, is very beneficial for children with disabilities, especially 
for children with ASD, as shown significant results from analysis of parent’s percep-
tions of their children’s participation in museum visits [45–47], but these studies are 
still scarce. 

Although there are numerous studies in the literature about the accessibility and 
inclusion of museums environments, most research focuses on visitor motivations and 
identity related to visitors at large, compared to studies about people with disabilities 
(including families with children with ASD), which are still less numerous and so 
researchers are beginning to explore this area more [3], as well as the research on 
the adoption of technologies for making the museums much more accessible and 
inclusive for people with ASD is still scarce. 

Otherwise, many museums worldwide, especially in the United States, have been 
implementing special programs and other educational experiences for better meeting 
the needs and preferences of individuals with ASD, and specifically with Autism 
[31]. In many cases, the museum efforts promote “sensory-friendly” solutions for 
providing a welcoming environment which is better in line with individuals with ASD 
because it is not over-stimulating, indeed, the sound or light features are limited in 
exhibits, programs, or performances. Other museums plan special events for individ-
uals with ASD, such as the Opening Our Doors offered thanks a partnership between 
the Museum of Fine Arts, Museum of Science, and Boston Children’s Museum in 
Boston [48], or another special event consists of webinars and workshops hosted by 
some museums, for instance the American Alliance of Museums [1]. These special 
efforts play a crucial role because can contribute to the social participation of people 
with ASD, who usually are less frequently involved in social activities and experience 
limited activities in the community [49, 50]. 

In this scenario briefly described, most programs developed and implemented by 
the museums worldwide described and investigated by scholars adopt some specific 
technologies. 

Indeed, several scholars have evaluated the technology-based programs in the area 
of Autism [51, 52], but the usability of such digital platform is still underrepresented 
[10, 53–55]. It is no easy to design and develop interfaces for autistic groups because 
of their impact on children’s behaviors and attitudes with high risk that the technology 
program is not able to fit autistic users’ needs [56, 57]. In order to overcome these 
limits, it is necessary: to adopt much more inclusive design approaches and best 
practices in designing these technologies [53–56]; and also, to really understand 
autistic people’s needs involving them in the design process [38, 58]. 

In this direction, the active involvement in technology development have advan-
tages for both autistic users and designers and represents the most effective solution 
[10, 52]. Participatory design (PD) implies the active involvement of end-users in the 
design process requiring continuously their ideas and opinions also reflecting and
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using the prototypes [8, 52, 59]. This process generates ideas interactively refining 
the design through the user’s feedback, needs and desires [60]. This approach allows 
to identify possible limitations, enhance functionality and test the validity of the 
interface, giving a very useful support for the successful design of new technologies. 

Over the past ten years, the technologies for autistic children have been signif-
icantly increasing adopting mostly a child-centered approach to design products 
and novel work platforms involving autistic children in the design process [61]. 
Thus, PD has been considered as “a well evidence-based practice to involve the end-
users and other stakeholders within the context of the design process and to identify 
how novel platforms can work in real situations” [60]. In this case, autistic children 
operate assuming several roles, that is co-designer, tester, user and informant [62]. 
In the autism field, this specific approach has been mostly adopted developing useful 
interactive technology platforms with the children’s input also for the museums. 

Indeed, other studies provide an assessment of ‘MicroCulture’, a digital and 
tangible installation created directly involving children with ASD and bridging 
history learning across museums and schools in the perspective of game based 
learning [63, 64]. Also, Giaconi and colleagues [65], adopting the principles of 
universal design, explored the potential of digital technologies, specifically virtual 
and augmented reality, for supporting inclusive practices in museums and co-planned 
and implemented actions with people with ASD to increase their participation during 
the visit experience. In particular, unpredictable and chaotic contexts in the museum 
were redesigned, developing a technological prototype for creating an accessible 
virtual museum tour with important benefits, that is the improvement of empow-
erment of people with disabilities and the cultural rights of the whole community 
[65]. 

Furthermore, other scholars help people with ASD to enjoy their museum expe-
rience thanks to digital technologies, especially specific digital solutions devel-
oped directly involved the special visitors, like Wearable Immersive Virtual Reality 
(WIVR) and Wearable Immersive Social Stories (WISS) adopting a digital story-
telling approach [66], or a museum-based application tailored to autistic children’s 
needs [67]. 

“Most of the projects were designed by incorporating user-centered techniques 
and collaborating with indirect stakeholders, such as parents, autistic children, 
teachers, and assistive technology practitioners throughout the process” [10: 5].  For  
instance, the co-designed tablet applications developed by [68], helped autistic chil-
dren to improve their social skills, as well as in the ECHOES project [69], the focus 
was on the process of the co-design sessions instead of the outcomes. 

Also, a narrative story and sensory exploration through different techniques 
contributed to effective participation [69]. In the IDEAS framework, based on 
TEACCH (a structured teaching intervention approach), the designers supported 
significantly an effective and creative involvement of participants with ASD [70, 71]. 
Furthermore, Malinverni et al. [72] investigated the way PD activities can help the 
validation of initial designs, collecting new ideas by autistic children and assessing 
aspects able to motivate children.
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4 The App Case 

The study described in this paper was built adopting a bottom-up approach and 
a participatory design as already outlined considering previous studies on the 
phenomenon and experiences carried out with focus on the relevance to create the 
conditions in the museum environment to be comfortable and welcoming to parents 
and their children with Autism, responding to their special needs. 

Firstly, several visits at the museum were carried out with parents and their chil-
dren/young teenagers with Autism supported and guided by trained operators and 
social therapists with an identified support tool, that is a “paper visual book”. This 
tool was developed by the researchers, operators and all staff involved in the study, 
taking into account the special needs of visitors with Autism, that is their specific 
ways to communicate and socially interact with others, so images, forms, colours 
and emoticons were introduced into the “paper visual agenda” which each child 
had during the visit and helped him/her to follow the narration of operas of the 
archaeological museum. 

The visits regarded the “Tomba del Tuffatore” (“The diver’s tomb”) located at 
the Archaeological Museum of Paestum and Velia. As already said, for supporting 
parents and their children with Autism to experience museum visit a didactic program 
was built and realized thanks a continuous and active discussion between all the 
partners involved (researchers, museum staff, operators, therapists, families). 

The proposal provides for the presentation of a story calibrated on the real one 
of the “Tomba del Tuffatore” which will be narrated by an operator (the content of 
the story was previously shared with all the partners). The children/young teenagers 
with Autism were able to follow the narration, also using an activity notebook (a 
paper visual agenda) that was provided to them at the beginning of the guided tour 
and which could take home as a tangible element of the museum visit. The narration 
in the notebook was supported by images, colours, forms and emoticons that the 
participants could freely choose based on their interests and accompanied by the 
sounds. There was a key concept to guide and support the participants in their museum 
visit, that is the water, with connected other relevant objects used during the narration, 
for example, the jar, the wine, and so forth, these elements for supporting the narration 
during the visit were reported in the visual notebook with the images of the operas 
(see Fig. 1).

On each page of the paper visual notebook the five plates in the room of the “Tomba 
del Tuffatore” were shown: for each plate there will be an explanation of the meaning 
for the image and some individual elements will be highlighted and examined in the 
image. The narration will be set up based on those specific elements. The language 
used is simple, immediate, non-allegorical and direct in order not to carry too many 
verbal stimuli that could lead the participants to excessive load. 

After the several visits experienced (6 visits were carried out) at the museum 
through the specific program with the toolkit of the paper visual agenda, the team 
thought to adopt technological solutions in order to much more involve the autistic
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Fig. 1 Page examples of the paper visual book

children and make their visit experience really useful in terms of social participation 
and funny time. 

The digital path ‘A dip in the Blue’ (“Un Tuffo nel Blu”—“Tulipano Art” project) 
(conceived by the cooperative company ‘Il Tulipano’ in collaboration with two 
universities, Parthenope and Federico II in Naples, realized with the co-financing 
of the Campania Region POR Campania Fesr 2014–2020) has as its specific and 
primary objective the proposal of a method of digital use, scientifically validated, 
for people with autism at the Archaeological Museum of Paestum and Velia and at 
the network of Campania Museums called ‘Tulipano Art Friendly’ promoted and 
coordinated by ‘the Tulipano’ organization. 

The path ‘Un tuffo nel Blu’, downloadable at the ‘Tulipano Art Platform’ through 
the specific App ‘A Dip in the Blue’, is the transposition of the methodology and 
instrumentation conceived and created in the homonymous project, active at the 
Archaeological Museum of Paestum and Velia since 2018 and aimed at people with 
Autism to enjoy a visit at the museum. The project aimed at creating new models in 
visiting museum through the support of digital technologies. 

Regarding the details of the structure of the specific App, starting from the previous 
experiences in visiting the museum using the paper visual agenda, the tour is devel-
oped with the aid of a digital application, downloadable easily on the smartphone or 
tablet by autistic children (supported by the Android and macOS system), which acts
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as a digital visual agenda and where the previously identified elements are recalled 
for each individual work selected and validated by the scientific research group, 
useful for being understood by the users of the tour, who were previously involved 
in designing and developing the same App. 

Specifically, regarding the opera to visit ‘La Tomba del Tuffatore’, this proposal 
provides for the presentation of a social story inspired by the story of the discovery of 
this famous artistic opera by an ‘archaeologist’ represented by an educator, through 
the technique of storytelling. 

Visitors, especially autistic children and their families, can follow the narration 
in person in the ‘museum environment’ with a digital application via tablet and/or 
remotely with connection to a special digital platform called ‘Tulipano Art’ conceived 
and created by the partner ‘Il Tulipano’ for inclusive itineraries in hybrid mode. 

The narration is supported by images and sounds and is inspired by specific 
elements of each plate (highlighted with drawings/photos that represent them in 
order to capture the attention and motivation of visitors with autism). 

The digital visual notebook created with the App reproduces and depicts the five 
slabs presented in the room dedicated to the opera, for each of them there is an 
explanation of the meaning of that image and some single elements that are found 
on the image are highlighted. 

The App allows visitors to identify the individual elements to highlight and simpli-
fies and guides young visitors, especially autistic children, through images, colors 
and sounds appropriately selected and combined. 

The educational visit available through the App represents an inclusive proposal 
that can be used by all: it allows the participation in the museum hall of people with 
autism together with their family members and/or classmates with whom they can 
interact and live a positive learning experience and socialization. 

At the end of the narration through the storytelling of each work shown on the 
digital visual agenda (App), visitors are presented with the five basic emotions (repre-
sented by emoticons), and they are asked to identify one that represents their state 
of mind in relation to all the route taken (see Fig. 2).

The emotions and elements selected by visitors during the visit and reported on 
the visual agenda (App) are the memory of the visit also for a possible subsequent 
work at home and/or at school, allowing visitors to continue to review the images 
and experience the emotions and sensations perceived during the tour. 

Visitors as users of this App are invited to write down a questionnaire (information 
sheet) for analyzing the specific needs before starting the visit supported by the App 
and at the end of the visit. The questionnaires aim to collect data and information 
about autistic children knowing their specific needs, as well as the motivation to 
participate of the families, satisfaction, previous experience at the museum, and so 
forth.
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Fig. 2 Examples of the digital visual book

4.1 The App: Specific Aim and Characteristics 

This App project can contribute to develop much more the research about the techno-
logical solutions adopted by museums for making themselves much more inclusive, 
comparing the results between the use of paper visual diary and digital visual diary. 
Otherwise, this App can enhance the educational offer of inclusive museum services 
to implement the territorial offer of proposals and activities for visitors with special 
needs with positive effects on the school and cultural tourism chain system. 

Specifically, this App project aims to create: 

– a tool for living the Museums and specifically the Archaeological Museum of 
Paestum and Velia for people with autism and their families (both have been 
involved with museum staff, operators, therapists in the planning phase of the 
activities and in the fruition phase through the compilation of the questionnaire 
booking and especially all of them, especially autistic children and their fami-
lies were involved in the design process of the App) and the museum operators 
who will be trained in sharing the project and acquiring communication and 
management methods shared with the designers; 

– a data monitoring and measurement tool aimed at the different groups involved, 
that is autistic children whose response data and perceptions are monitored and 
evaluated to analyse their visit by measuring the duration, frequency, latency times 
during the activities in order to improve the proposal based on their specific needs 
emerged; parents and families of autistic children, the perception of the model 
developed and applied, also in terms of impact on participation or social inclusion;
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the museum staff and all the actors involved for assessing the level of satisfaction 
and participation in the proposal. 

In addition, regarding the live management and operation for the App, some useful 
details are provided below: 

– Dashboard management or control panel, through which to program, manage and 
control all aspects and functions of the virtual live; 

– Live virtual tour scheduling date and time of live sessions, managing access and 
invitation methods for participants; 

– Invitation and reminder via email to participants in live session events, that the 
platform will send automatically; 

– One-click Live to start the virtual tour with a simple click; 
– Conduction management of a media library dedicated to the museum in which to 

store and manage documents, textual and multimedia contents (audio and video) 
that can be shared with the participants in the live during the virtual tour; 

– Moderation management service that can be used to moderate comments, 
questions and polls during the virtual tour; 

– Virtual waiting room; 
– Live recordings in MP4 of all live virtual tours; 
– Report & Analytics of live shows with reference to actual participation of autistic 

children, students and families, duration of each live and access statistics. 

Furthermore, this App project aims to contribute to make museums a very inclu-
sive environment also for people with Autism, making possible to enjoy it using 
technological solutions. 

Regarding the technical and functional features and graphic customization related 
to the App especially with concern of visiting museums remotely, here below there 
are some details: 

– Social integration: to broadcast the live streams of the virtual tour also directly 
on YouTube and Facebook; 

– One-click Social Sharing: users can share the virtual tour directly and easily on 
their social profiles; 

– Live Media Sharing: museum operators interact with participants during the 
virtual tour by sharing documents, multimedia materials (audio and video), 
presentations, pdfs on the screen, thus making the remote live tour increasingly 
interactive; 

– Screen Sharing: visitors can share with their desktop, an open document or a 
web page to all connected participants, stimulating engagement and improving 
learning during the virtual tour; 

– Interactive whiteboard: visitors can take notes or comment live presentations and 
documents, using an interactive whiteboard-style drawing tool, to create graphics, 
drawings or insert notes; 

– Question Time: organizers can make question and answer sessions, with moder-
ation functionality of the conductor and textual or live answers;
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– Live Surveys: visitors can take part in real-time surveys during virtual tours, 
stimulating active participation and involvement; 

– Text and voice chat: participants can communicate through a public chat and in 
real time, with both text and voice messages; 

– Request to speak: participants can speak during the tour session using a virtual 
“show of hands” tool, to speak live or share their screen (from desktop) or text or 
multimedia content. 

This App briefly described has been already tested by few autistic children during 
a remote visit of the museum and by students from schools. 

5 Concluding Remarks 

This research provides a deep analysis of one interesting application of technologies 
in creating a virtual visual agenda for museums by children/young teenagers with 
Autism and their parents. The overall program used for the museum visit was built 
adopting a bottom-up approach and a participatory design directly involving all the 
partners and players of the research team, that is parents, operators and museum staff, 
especially autistic children for really know and meet their special needs. 

Thanks to the self-reported questionnaires, focus group, interviews and direct 
observations in this first step of the App project, we can outline that there is totally 
satisfaction and good participation of parents, operators, staff, and especially the 
children/young teenagers with Autism. Although there are still some criticisms to 
manage for improving the App, also because limited to one specific area of the 
museum, the participants express positive opinion and consider their experience in 
being involved and actively participating to this project really comfortable, welcome 
and inclusive, having the opportunity to use an effective technological support for 
visiting the museum considering their specific needs. 

In the future, we would like to incorporate the voices of the young individuals 
with Autism by collecting data from children, as well as their parents and teachers, as 
already some previous studies did [1, 4]. In this exploratory study we already collect 
some direct opinions by children thanks to the support of their parents and caregivers 
because it is very important and represents a unique and significant contribution to the 
field by investigating the families’ motivations and needs when visiting museums [1, 
4], especially for designing and developing technological solutions as useful support 
tools for making museums much more inclusive. Otherwise, as already outlined, 
some interesting studies outline the effectiveness and the positive impact in terms of 
social inclusion about the use of web-based resources and technologies in supporting 
individuals with ASD and specifically Autism in their museum visits [73–75]. 

In addition, in the next step of the entire project, the App will be completely and 
broadly used for visiting the Archeological Museum of Paestum and Velia, as well 
as in the future development of the research we should consider the idea to further 
develop the App with specific sections addressed to much more stimulate and involve 
the special visitors.
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Abstract The impact of the smart city concept in the urban landscape has been 
the subject of considerable attention over the last few years. Cities are changing 
their development strategies by trying to attract not only capital but also knowl-
edge and talent. This change has led cities to turn increasingly to the outside world 
by developing international strategies and raising their internationalization process 
towards the global context. The purpose of the paper is to develop a systematic 
overview of the literature examining the relationship between smart cities and the 
internationalization process. Emphasis will be placed on global management strate-
gies for the international development of smart cities. The study aims to examine 
existing research through the adaptation of the Systems Literature Review (SLR). 
As a result, new knowledge on the state of the art in policy, practice, and academia 
can be generated to identify significant theoretical insights and knowledge gaps for 
future research. We provide a descriptive analysis, a state of the art of research topic, 
and an integrative vision of the development of smart cities concerning international 
management and the internationalization process. 
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1 Theoretical Background 

The expression ‘smart city’ has recently become important in discussions about the 
city and urban development [1]. The term ‘smart’ has commonly been used to explain 
a new vision of city development. Harrison et al. [2] defines a smart city as a city that 
connects physical infrastructure, IT infrastructure, social infrastructure, and business 
infrastructure to leverage the collective intelligence of the city. As this paper explains, 
the Internet of Things (IoT), Information and communication technology (ICT) and 
the internationalization process are changing the way cities organize policy-making 
and urban growth [3]. 

Smart Cities base their international developing strategies on the adoption of IoT 
and ICT in several fields such as economy, environment, mobility, sustainability, 
citizens engagement, and governance to transform the infrastructure and services of 
the city [1]. 

In today’s contemporary urban context, policymakers, and governance in cities 
around the world are increasingly seeking strategies through concepts and channels 
in the attempt to engage and connect with their stakeholders [4]. In particular, much 
hope is placed on the use of IoT, ICT, web 2.0 interactivity and, social media which 
for the first time provide channels for connecting the city governance to the various 
stakeholders such as company, citizens, entrepreneurs, and policymakers [5]. Conse-
quently, smart cities strongly rely on international strategies and solutions enabled 
by ICTs directly involving local governments, citizens, and communities [6] and 
moving toward more comprehensive and global governance [7]. 

In recent years there has been an exponential growth of projects for the inter-
national development of the city [8]. For example, Barcelona has an established 
reputation as a pioneering European smart city and has integrated a series of munic-
ipal government initiatives to promote the intersection of “international promotion,” 
“international collaboration,” and “local projects” [9]. Furthermore, in a recent study 
related to the competitive urbanism, Buck and While [10] combine information about 
firms and governments to find effective and transferable demonstrations of advanced 
urban technology. By examine initiatives by the UK national government focusing 
on London, Glasgow, Bristol and Peterborough, this study evaluates the urban tech-
nological innovation through a range of national and international strategies, particu-
larly the TSB Future Cities Demonstrator Competition, to explore opportunities and 
tensions in the practical realization of the smart city concept. 

For cities, the development through the evolution of IoT and ICT represents a 
fundamental driver for their economic growth [11]. This expansion highlights that 
cities are becoming more and more digitally dependent [12] and competitive in terms 
of social policies [13]. besides, the role of international management strategies and the 
internationalization process in the smart city context is still considered an unexplored 
theme as well as the impact of new technologies on smart city development in the 
digital era [14]. As for global businesses, cities’ internationalization process requires 
strategies and planning to be globally competitive and attract knowledge, capital, and 
human capital [15].
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To fill this gap in the literature, this article reviews the impact of international 
management strategies on the smart city over 11 years (2009–2020) by aiming to 
provide a more comprehensive understanding of the role played by city management 
strategies in the smart city context. The objectives of this paper are to develop a 
systematic review on the theme in order to review the existent research, provide new 
knowledge on the state of art for policies, practitioner, and academics, and finding 
the relevant theoretical insights for future research. As a main part of our work, to 
gasps the relationship among international management strategies and the develop-
ment of smart cities, we consider the widely accepted classification of international 
management research highlighted by Pisani [15, 16] as a central element of our work. 

Based on this view, we aim to systematically review the existing literature and 
discuss the different potential implications for researchers, managers and policy-
makers with concrete suggestions for this field. In doing this, our manuscript is 
structured as follows. We begin with a analysis and discussion of the key method-
ological options used in our review. We explain the research criteria such as database 
sources, keywords, inclusion and exclusion criteria, and the main steps used to iden-
tify the final sample of studies. Following that procedure, we also provide qualitative 
information on journal details, year of publication, and field of research. 

We rely on the widely accepted classification of international management 
research highlighted by Pisani [15, 16] to group articles and have a clear picture 
of the current publications. This led to a better understanding of the main city’s inter-
national management strategies and their relationship to the development of smart 
cities. The last section provides the theoretical and practical implications that arise 
from studies that consider and advise other topics for future research. 

The systematic literature review is motivated by a defined research question, from 
which the search strategy for identifying the related articles is determined based on 
a dialogue between the authors as regards to: the identification of the research gaps; 
the evaluation of the role of a new field such as international management strate-
gies in smart city development, and the importance to underline a comprehensive 
overview of the topic. To achieve this research aim, we undertake a systematic liter-
ature review of international strategies into the smart cities development and pose 
the following research question: “How do internationalization and international 
management influence the smart city development into the global panorama?”. 

Through a systematic process of research, this review contributes to provide 
policy advice, practice and theoretical recommendations and future avenues that 
governments of smart cities, practitioners and scholars could use for the smart cities 
development into internationalization process. 

2 Methodology 

In this manuscript, we used the systematic literature review methodology in reviewing 
existing research, as it considered a robust method to review key findings of large and 
multifaceted research area [17]. Adding to this, it provides the method to identify,
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select, analyze and synthesize existing literature in a rigorous and replicable manner, 
and permit us to provide robust conclusions about the outcomes as well as a depth 
analysis of the reviewed area itself [18, 19]. 

To conduct the analysis, we relied on EBSCOhost’s Business Source Premier 
database as the main source of research as it offers solid coverage of key reference 
journals [20]. Following the literature review practice, we performed a keyword 
search on the study titles, abstracts, and subject terms [21]. Our keyword selection 
is based on an analysis of previous literature reviews published in major reference 
journals concerning international strategies also used in other literature review [21, 
22] and the notion of Smart Cities [23]. We have chosen to use the city’s international 
marketing strategies (which include keywords on internationalization) to gain a wider 
understanding of the city’s international strategies. Follow the previous protocol, 
1608 potentially relevant studies emerged from this research. 

To better understand the international dimension of smart cities, we decided 
to exclude national studies. Thus, our research was redesigned to include studies 
focusing on the international vision of smart cities and the process of internation-
alization of the city itself due to improve our understanding of smart city develop-
ment strategies on the international scene. Finally, we determined the exclusion and 
inclusion criteria by referring to the key practices used in the systematic reviews 
[24]. 

We excluded non-academic and non-peer-reviewed articles, articles written in 
a language other than English as well as articles not related to the economic and 
managerial context. Concerning the time frame, our research considered the timeline 
from 2009 to 2020. We established a cutoff point from 2009, following the evolution 
of the smart city concept at global level and due to the international development 
of the smart city policy and strategies [25]. Starting from this point, an increasing 
number of studies followed, which used the smart city concept into the city context 
as we intend it now [1, 25]. 

The application of these exclusionary criteria limited the results of our sample 
to 630 selected studies. Based on these 630 studies, we used a quality criterion 
to better identify our sample. Manuscripts were identified by leading international 
journals to capture the main components of our research question [21]. In particular, 
we considered only the studies published in a top journal to ensure a high level of 
quality. Thus, we only considered studies published in rating 3, 4, and 4* journals 
of all categories in the 2018 academic guide of the Association of Business Schools 
(www.charteredabs.org). 

Using this criterion, 53 articles with classification 3, 4 and, 4* were identified. 
Further analysis was done by reading the abstracts, introductions, and conclusions of 
the identified studies to asset the topic of the international management field and to 
ensure the rigorous procedure. This process yielded a total of 42 studies. Of these, 10 
were subsequently excluded on the basis of the reading of the integral text, leaving 
32 relevant articles. In addition, we also adopt the cross-references analysis [26] to  
make sure we did not ignore any articles checking each reference in the selected

http://www.charteredabs.org
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studies. This additional process added 9 items to our sample. The identified articles 
were reviewed and eligibility for inclusion was determined through the same process 
as previously. Following this step, 9 articles were found to be in line with our research 
process, highlighting a final sample of 41 articles. 

3 Results 

Using the SLR methods in this paper we provide a descriptive analysis, a state of the 
art about the research topic, and an integrative vision of the development of smart 
cities concerning international management and the internationalization process. 
Moreover, this paper captures the evolution of scientific production at the inter-
section of smart cities and internationalization strategies by systematically tracking 
the evolution of these topics in the selected documents. 

3.1 Descriptive Analysis 

Since 2009, the number of articles published over the years, except the first period 
due to the not clear understanding of the smart city concept, had an increasing trend. 
Table 2 shows a growing trend, with a peak of the number of articles published during 
the last years in 2018 (N = 7), 2019 (N = 4) and in the first part of 2020 (N = 7 until 
31 August). 

Even though this research domain was initiated in the past decades, the findings 
show that as a research area especially in terms of IoT and Information Communica-
tion Technology ICT is at a youth stage and grows to a fast degree. More specifically, 
the findings in Table 1 show that scholarly research has intensified in the second 
half of the past decade (2015), which is the reference period for the existence of this 
stream of research. Interestingly, 71% of papers were published in journals in the 
past five years and 41% of papers were published in the last three years.

Furthermore, as we can see in Fig. 1, extant research had been published in a wide 
array of publication outlets (15 journals ranked 3,4 and 4* ABS) from various disci-
plines, including different research are such as Regional Studies, Planning and Envi-
ronment (N = 14), Information Management (N = 13), Operations and Technology 
Management (N = 3), General Management, Ethics, Gender and Social Responsi-
bility, Innovation and Public Sector and Health Care (N = 4) and Economics, Econo-
metrics and Statistics (N = 1). This reflects a growing interest in regional and city 
development as well as its managerial interpretation and the spread of publications 
on the field of information management in recent years. This conception takes on 
increasing importance in the development and strategies of cities, which broaden their 
national and international development field through internationalization strategies.
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Table 1 Research area and years of publication 

Regional. 
Studies, 
Plan, and 
Env 

Info 
man 

Ethics-CSR-Man Innovation OPS 
& 
Tech 

Pub 
sec 

Econ Tot 

2009 1 1 

2010 

2011 1 1 

2012 1 1 

2013 2 2 

2014 3 1 1 1 6 

2015 4 1 5 

2016 1 3 1 5 

2017 2 2 4 

2018 2 1 1 2 6 

2019 1 3 4 

2020 1 2 1 1 1 6 

Tot 14 13 3 3 3 4 1 41

3.2 International Management Perspective in Cities 

To understand the relation between smart cities strategies and international manage-
ment strategies, we considered a widely accepted classification of international 
management research, as reported, and briefly summarized in Table 2, and coded 
articles accordingly. In the following classification, we used 12 categories to orga-
nize and group works related to International Management (IM) research [16, 26, 
27]. The list is quite comprehensive because it includes all the principal aspects of 
international management. While it should not be considered a conclusive classifica-
tion of IM research, it can be regarded as a well-organized framework to categorize 
articles in this field and it is still used in numerous researches in the most important 
journals [16, 27]. Table 3 briefly synthesize the outcomes of the classification of our 
sample according to the 12 categories of international management research.

As we can see in Table 3, the principal international management categories 
observed are global business environment (51% N = 21) [3], e.g. [29, 30] by evalu-
ating the “global economy, global markets, political and regulatory environments, and 
international risk” represent one of the most important areas to connect international 
management and smart city governance. 

It is also interesting looking at the categories “transfer of knowledge” and “Inter-
nationalization” which represent respectively 22% (N = 9) and 19% (N = 8) of 
our sample. Several papers looking at the relation between smart city context and 
stakeholder [31], e.g. [32] by focusing on the development and implementation of 
the knowledge process in the city itself. Besides, the internationalization process
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Table 2 Categories of international management research 

Global business environment Global economy, global markets, political and 
regulatory environments, and international risk 

Internationalization Description and measurement of internationalization, 
antecedents, and consequences of internationalization 

Entry mode decisions Predictors of entry mode choices, predictors of 
international equity ownership levels, and 
consequences of entry mode decision 

International joint ventures International joint venture partner selection, partner 
relations, and consequences of international joint 
ventures 

Foreign direct investment The timing, motivations, location of foreign direct 
investment, and firm and host country consequences 

International exchange International exchange, determinants of exporting, 
export intermediaries, and consequences of exporting 

Transfer of knowledge Antecedents of knowledge transfer, processes of 
knowledge transfer, and consequences of knowledge 
transfer 

Strategic alliances and networks Strategic alliance relationships, networks of strategic 
alliances, and outcomes of strategic alliances 

Multinational enterprises Multinational enterprise strategies and policies, and 
models and descriptions of the multinational 
enterprise 

Subsidiary-headquarters relations Subsidiary role (including subsidiary strategies and 
typologies), subsidiary control, and subsidiary 
performance 

Subsidiary and multinational team 
management 

Subsidiary human resource management practices, 
subsidiary behaviours, multinational negotiations, 
and multinational team management 

Expatriate management Expatriate human resource management, issues for 
expatriates, and expatriate and repatriate reactions 

Sources Pisani [16], Werner [28]

Fig. 1 Search strategy
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represents a key element of growth and development of the smart city concept by 
following the impact of IoT and Communication technologies into the smart city 
policy [32–34], e.g. [35]. 

The rest of the studies rely on “entry mode decision” (5%) and “strategic alliance 
and networks” (3%). No articles were grouped in the other categories although these 
perspectives may also be relevant for smart city research. For instance, the interna-
tional exchange could be an interesting field of research in terms of city network and 
international management strategies between smart city dynamics. 

Consequently, the government and policymakers must consider not only the 
internal management of the city but also the global competition and well-defined 
international management strategies [36] based on the currently existing tools such 
as IoT and ICT. These findings indicate the importance of the role played by policy-
makers and government in the life of smart cities and the close relationship between 
smart city governance and city stakeholders. 

3.3 Methodology Applied in the International Management 
Area 

The present section proceeds to evaluate the principal methodologies implemented 
in our sample by the categories of international management. 

The theoretical articles capture about 30%. As consequence, the majority of paper 
are empirical (63%) especially focusing on the qualitative method (48%), followed 
by mixed methods (13%) and quantitative methods (7%). The rest of the paper are 
a literature review (7%). Moreover, the distribution of these methodologies over the 
years is particularly appealing. 

The research evolution beginning with qualitative methods and theoretical publi-
cations as we can see in Table 4. In this sense, the peak of publications within the 
years, 2015–2016 were theoretical and qualitative research, (25%). Thus, because 
of the great development of the concept of smart city is in the following years as 
quantitative studies have been implemented in this research area. likewise, there is a 
strong increase in terms of quantitative (20%) studies in recent years.

This short description has made the case that smart city research is at a relatively 
early stage regarding its theoretical development and empirical understanding. While 
the term has increased popular traction amongst academics, businesses, government 
and media, the concept itself tends to be more theoretical than practice and need 
futures empirical evidence in the next years. Given how quickly the smart city concept 
has gained traction and been translated into different forms of networked urbanism, 
reshaping city administration and urban economic development it is important to 
push the research stream into the practice of smart city. 

As noted previously, the “Global business environment” encompasses most of the 
research that emerged in our sample. Research in this category is mainly theoretical 
and qualitative, with a large number of interviews and case studies. In the “Transfer of
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Table 4 International management categories per methodology 

Categories Theoretical Review Empirical Total 

Quantitative Qualitative Mixed-Methods No. 
% 

Global business 
environment 

7 2 1 10 1xzz 21 

Transfer of 
knowledge 

3 3 3 9 

Internationalization 2 1 5 8 

Entry mode 
decisions 

1 1 2 

Strategic alliances 
and networks 

1 1 

International joint ventures 0 

Foreign direct investment 0 

International 
exchange 

0 

Multinational enterprises 0 

Subsidiary-headquarters relations 0 

Subsidiary and multinational team management 0 

Expatriate management 0

knowledge” category, theoretical, qualitative, and mixed methods are implemented 
by the research equally. In the "Internationalization" and "Entry mode decisions" 
categories, the first qualitative studies were carried out mainly in recent years. 

These data show that the relationship between international marketing and smart 
cities is still in a preliminary stage, where theoretical and qualitative studies attempt 
to study this phenomenon. Interestingly, recent empirical demonstrations combined 
with the theoretical framework produced by academics and practitioners provide 
evidence of the central role of internationalization strategies in the development of 
smart cities. 

4 Conclusion and Discussion 

Our analysis shows a growing development of the relation between international 
management and the development of smart cities underlying the strong openness of 
cities to the international context. The international context leads cities to compete in 
different areas such as human capital, knowledge, financial capital, tourism, and inno-
vation. This work provides an initial overview of the role of international management 
in the development of smart cities.
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The existing literature shows that international city management strategies are 
currently in a preliminary phase. Even though cities are evolving towards a digital 
and increasingly competitive environment, the development of international strate-
gies is still embryonic. This awareness is confirmed by the analysis of the litera-
ture that demonstrates mainly theoretical and qualitative papers combined, only in 
recent years, by growing empirical research on the subject. From this perspective, 
the principal drivers emerging from this analysis mainly concern three categories: 
Global business environment, Internationalization, and Transfer of knowledge, which 
summarize the current need for cities to move from a local to an international and 
competitive context in order to attract knowledge, human and financial capital. 

Cities should build their smart city models from an entrepreneurial point of 
view with well-defined strategies to be competitive and develop on a national and 
international level [22, 37]. 

This study is a valuable insight into the development and implementation of inter-
national strategies to promote smart cities. Strategies can drive this new wave of 
change in redefining the relationship between the city and its stakeholders nation-
ally and internationally [38]. To increase synergy and push towards a develop-
ment increasingly aimed at international openness, professionals in the sector must 
improve coordination between policymakers and the various actors involved using 
technological and innovative tools increasingly present in Smart Cities [39, 40]. 

The emerging picture shows a growing corporate vision of the city and its need 
to be developed, supported, and promoted both locally and internationally [41]. 
Moreover, this study provides valuable information to policymakers and govern-
ment by illustrating the effective impact of international management strategies on 
the opening of smart cities in the global panorama. Therefore, government and poli-
cymakers must invest in ICT and IoT to sustain national and international strategies 
and improve relationships with our stakeholders. 

This research, like any other systematic review, is subject to structural limitations. 
Firstly, we privileged reading in an international key, to the exclusion of some valid 
articles that did not fall within the concept of international development. Secondly, 
the use of keywords in the search formula and the use of specific databases may have 
resulted in a lack of potentially relevant literature. However, we believe firmly that 
the identified publications are representative of the current literature on the subject. 

Moreover, the perspective of international management is still in a rather prelimi-
nary phase. Although the concept of internationalization and international strategies 
of the city has attracted scholars and practitioners in recent years, there is still no 
univocal vision regarding the management and development of smart cities’ strate-
gies from a managerial point of view. For this reason, we have decided to implement 
a widely accepted classification at the academic level to consider cities as companies 
that compete in the global landscape. 

Future research could study this emerging relationship not only by assessing the 
relationship between governance and the city’s international development but also in 
terms of emerging global competitiveness. In addition, as emerges from our sample, 
future research should focus on quantitative research that is useful for confirming, 
modifying, or consolidating the essentially theoretical developments observed so far.
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Abstract Southern Italy has been confronting dire economic and resource scarcity 
challenges to keep up with the national growth. Digitalization is a changing 
phenomenon that transforms the firm’s structure and enhances production, opera-
tional, and service efficiency helping to reduce economic and geographical disparity. 
Firms play a crucial role in the development of an economy. In the recent decade, 
digital transformation has emerged as a driver for economic growth and urban devel-
opment by transitioning the firms’ processes. However, firms need sufficient insti-
tutional support during the digital transition process. The Italian government has 
taken substantial initiatives to stabilize and boost the economic structure of southern 
Italy. This study aims to determine the existing relationship between southern Italian 
cities’ digitalization and firms’ financial capabilities and institutional support. We 
have applied correlation and regression models to examine the relationship between 
cities’ digitalization, local firms’ financial capabilities, and institutional support. 
Our results highlight the significant relationship between cities’ digitalization, firms’ 
financial capabilities, and institutional support in southern Italian cities. This paper 
produces policy suggestions for the government to extend the institutional financial 
support toward the southern firms. As the transformation of cities will increase the 
operational and production efficiency of the firms, which will add to the regional and 
national economic development. 
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1 Introduction 

The last two decades have witnessed rapid economic and societal developments. The 
changes in economic and societal domains worldwide are catalyzed by the increased 
deployments of information and communication technologies [1, 2]. A country’s 
national or regional transition to technological advancements accompanied by the 
dissemination of digital technologies is a prerequisite for the economic and societal 
transformation to the new stages of development [3]. 

The evolution of economic processes is changing the competitive business envi-
ronment. In such a hostile environment, digital technologies and innovation are 
considered to enhance processes, operational efficiency, and communication in the 
business sector [4]. Cities’ need to embrace digitalization because technologies like 
big data, ICTs, blockchain, and the internet of thing (IoT) is going to have far-reaching 
consequences. For the business and economic world [5, 6]. However, an effort is also 
required by the firms located in the cities area to do so. 

Local firms need to have the financial capabilities to develop strategies and plans 
to finance digital transformation to improve organizational processes that positively 
impact local economic conditions [7, 8]. Firms’ readiness to adapt to the surrounding 
challenges is of utmost importance [9]. Firms’ capabilities are embedded in their 
financial resources [10]. In a volatile business environment, assessing firms’ finan-
cial readiness to adopt advanced technologies is crucial. It is termed a financial 
commitment by the firm’s management to change for which they implement strate-
gies and plans to channel to create a more responsive and receptive innovation context 
[11]. According to Heeks et al. [12], besides firms’ financial readiness, institutional 
support plays a significant role in driving digital technologies in a city because firms 
need sufficient institutional help during the cities’ digital transition process. [13, 14] 
defined institutions as formal and informal regulatory bodies crucial to achieving 
economic and societal well-being in a country, region, or city. According to Büchi 
et al. [15], digitalization should happen at an equal level across cities in a country; 
otherwise, it can lead to digital inequalities if the relevant bodies inside a city fail to 
embrace the phenomenon compared to others. 

This study explores the firms’ financial capability in 12 southern cities to examine 
if it channels the city digitalization and how institutional support affects city digital-
ization. Urbanization enhances firms’ productivity and outcomes, thereby, promotes 
economic growth in this geographical location [16]. Firms’ financial capability is 
crucial as it ensures their readiness to transit traditional organizational structure and 
adopt more digital technology [17]. Institutions play an important role in driving 
business activities, whether related to the formulation of laws, environmental perfor-
mance, or financial activities [18]. Thereby, it is crucial to understand the relationship 
between the aforementioned variables. 

The empirical context is particularly relevant for this study because those cities 
are economically less developed and lag behind digitalization adoption in the oper-
ational and services process. Studying the geographical location or region is crucial 
to analyze the economic and development differences. Compared to northern Italy,
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which has undergone massive industrialization, southern Italy is underdeveloped 
with natural and financial resources constraints [19]. The Italian government has 
taken the initiative to fund the industrial and economic development process [20, 
21]. A researcher, Arokszallasi et al. [22], have explored the organizational financial 
readiness for digitalization on country-level statistics. Still, Li et al. [23] argue that 
the firm’s response to digitalization adoption is mixed across firms and places. There-
fore, we aim to fill the gap in the research to explore the possibilities for southern Italy 
to harness the digitalization opportunities to enhance firms and societal well-being. 

This study offers the following critical contributions to the existing body of litera-
ture. First, by focusing only on the southern Italian firms, this study produces insights 
into whether the south Italian firms can transform their traditional organizational 
process into digitalized ones. Second, most previous research has employed insti-
tutional supporters’ moderator or mediator variables in either new businesses [24] 
or multinational joint ventures [25], which has produced a controversial result that 
cannot be generalized. Our study, however, considers the individual impact of insti-
tutional support on a cities’ readiness to embrace digitalization. Third, along with 
possible policy implications, we have provided comprehensive directions for future 
research. 

2 Literature Review 

2.1 Theoretical Framework 

The southern Italian region has been facing diverse economic and development crises 
for decades now. The Italian government has taken a severe initiative to promote 
regional development across Italy with different funding programs for industrial 
and economic growth [20]. Still, the economic output ratio difference between the 
southern and other Italian regions is visible [19]. Digitalization is an emerging 
phenomenon that has captured the attention of global leaders striving to excel in 
their countries’ economic growth and development [26]. 

The empirical context is particularly relevant for this study because the economi-
cally less developed cities lag behind digitalization adoption in the business sectors. 
Studying the geographical location or region is crucial to analyze the economic and 
development differences. Compared to northern Italy, which has undergone massive 
industrialization, the southern part is industrially underdeveloped with less natural 
and financial resources [21]. 

Institutions are an integral part of a society that stimulates people’s behaviors and 
actions and regulates business with specific ethical codes and policies [27]. Chang 
et al. [28] stated that inside one country, the same institutions could promote economic 
growth at one level in the region, state, or city, which may differ from the other area, 
state, or city. Institutional support is defined as the extent to which government bodies 
provide sufficient support to firms to decrease the negative impacts of the firms on the
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environment and people and increase the industrial efficiency to contribute to national 
reserves. The institutional support includes financial or technical support, policy, and 
programs [29]. Considering the importance of business industries in adding to the 
national GDP, many governments worldwide initiated different funding programs and 
policies to support the firms to evolve digitally. Henceforth, government institutions 
play a crucial role in devising plans, programs, and procedures to help the city and 
the city firms with inadequate resources adopt competitive practices with the help of 
advanced digital technologies [30–32]. 

Governmental Institutions play a significant role as institutions can affect a firms’ 
financial capabilities to embrace a specific type of transition. Institutions can help 
firms with different phenomena, e.g., lower machinery or deployment taxes, financial 
assistance, and financing the deployment of advanced technology [33]. Firms can 
excel with improved productivity, environmental concerns, and state and national 
economic growth by adopting digital practices. However, firms in less developed 
areas face financial constraints to go digital, as digital transformation requires enor-
mous installation and service costs. Thereby, institutional support (financial aid) 
holds crucial importance in increasing organizational capability and channel a firm’s 
readiness to adopt digital operation, communication, and production processes. 

2.2 Financial Capability and Digitalization 

For decades, a firm’s financial capability to transition from one operational and func-
tional state to another has been of utmost importance [34, 35]. The firms’ sensitivity 
towards resources to transit the traditional organizational practices depicts the signif-
icance of financial capabilities. Firms’ financial capability is a critical dimension of 
firms’ readiness [36], help firms strengthen their operation and production processes. 
Thereby, the financial capability or financial readiness is defined as the “firm’s avail-
able monetary resources to buy and pay for installation cost of any object relating to 
the operational enhancement or production improvements and the subsequent charges 
during the practice” [36]. The evolution of economic growth processes is changing 
the competitive business environment. In such a hostile business environment, when 
digital technologies are considered to enhance processes, operational efficiency, and 
communication, it is becoming crucial for firms to embrace the phenomenon to excel 
in their activities [4]. 

Economic developments and digitalization are interlinked, which is observed to 
impact the social aspect, which can be seen in society’s health and education sector. 
Evangelista et al. [37] argued that digital transformation and technologies in a city 
channel the structural change process in the economy. Garzoni et al. [38] stated 
that digitalization refers to the inclusion of digital technologies in the business. 
Del Río Castro et al. [39] indicated that digitalization is embracing all spheres of 
society, making it essential for the firms to update their traditional operations to 
digitalized ones. A company can adopt digital practices if it’s already happening in 
the community. Digital business is ranked among the top three business priorities
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[40], subsequently is it crucial for firms to adopt digitalization. Digitalization in a 
country is positively associated with industrial and societal realms [41] and affects 
all spheres of human society at the micro and macro level [42]. The international 
organization highlights the importance of digitalization in accelerating economic and 
social growth in a country [43]. 

The world bank emphasized the inclusion of digitalization in the national plan. 
It benefits the business firms and people [44] by tailoring more jobs, time-saving, 
effective operational efficiency, and less environmental impact. In international cross-
sectoral research. The digital activities of businesses have far-reaching implications 
for an economy. Therefore, it is crucial to map the digitalization in a country, state, 
or region [45, 46]. The city’s digitalization is proven to boost economic growth; 
however, the impact of digitalization developments and its impact on the economy 
differ from place to place. The leading five cause of such difference is embedded in 
the economic and societal structure of the developed and developing regions [47]. 
It’s not easy for a society to transit from a static context to a more complex and digital 
process as it requires massive investment and time. Still, it is beneficial to deal with 
persistent economic, business, and societal challenges in the developing areas [48]. 
Ritter and Pedersen [49] argued that a firm’s capability to adopt digitalization could 
vary across industries and the urban regions in a country. Hence, it is essential to 
study how firms’ financial capability or readiness affects cities’ digitalization and 
act as a prerequisite for societal, environmental, and organizational efficiency to stay 
competitive in the hostile economic and business environment [50, 51]. 

In the light of the above literature, we, therefore, propose the following hypothesis: 
H1: Firms financial capabilities in cities is positively related to the cities’ 

digitalization. 

2.3 Institutional Support and digitalization 

Institutions are responsible for economic, social, and environmental well-being [13, 
52]. It shapes the behavior of relevant factors and makes them behave in devised 
constraints. North [14] defined institutions as formal and informal regulatory bodies 
which play a crucial role in achieving economic growth and societal well-being in a 
country, region, or city. Institutions are an integral part of a society that stimulates 
people’s behaviors and actions and regulates business with specific ethical codes and 
policies [27]. Chang et al. [28] stated that inside one country, the same institutions 
could promote the economic growth at one level at a point in the region, state, or 
city, which may differ from the economic growth level of the other region state, or 
city. 

When a society undergoes tremendous development or infrastructure changes, 
institutions offer support to relevant stakeholders and businesses to help them transit 
for the national long-run benefits [53]. In an underdeveloped society, firms don’t have 
sufficient resources to normalize the advanced business practices by deploying digital 
technologies and, therefore, face huge constraints and challenges [54]. The academic
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and practitioner world has realized the importance of digitalization, but some firms 
can still not digitally transform their organizations. Digitalization can change the 
organizational structure, but it requires enormous investment to deploy advanced 
communication and production technologies [55]. Firms’ financial readiness helps 
to efficiently deploy digitalization to compete in domestic and international markets 
[56]. Thereby, the lack of sufficient financial support hinders the deployment rate of 
digital infrastructure in economically deprived areas and its firms [57]. 

In the past few studies [58, 59] have reported institutional support passively asso-
ciated with cities’ digitalization, while others [60, 61] have found a negative impact 
[62]. In most studies, institutional supports are used as mediation or moderation 
variables that can channel the relationship between two variables, and the findings of 
such moderation and mediation are mixed and cannot be generalized [29, 63]. The 
varying results can explain the different sizes of study samples or the difference in the 
theoretical approach and the various geographical contexts and diverse policies [29, 
64]. The significant impacts of institutional support on a particular firms’ perspective 
are not well explored [65]. 

In the light of the above gap and mixed results, this research focuses on exploring 
the effect of institutional support on cities’ digitalization. According to Ingram and 
Silverman [66], institutions under specified constraints channel the transitioning 
processes in a city from traditional infrastructure to digitalized ones. Based on the 
above literature, we, therefore, proposed the following hypothesis (Fig. 1). 

H2: The institutional support positively related to the cities’ digitalization. 

Fig. 1 Conceptual framework
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3 Methodology 

3.1 Sample and Data Collection 

In this study, we focused on 12 cities in the center-south of Italy, traditionally consid-
ered less developed both technologically [38] and economically [67] compare to the 
northern cities, for a period ranging from 2012 to 2019. To select the center-south 
Italian cities, we considered the statistical territorial units of Italy NUTS used for 
statistical purposes at the European Union level (Eurostat). According to this ranking, 
the least the cities are Rome concerning Italy’s center; Naples, Salerno, Bari, Lecce, 
Cosenza, Reggio Emilia, Foggia, and Caserta concerning the south of Italy and 
Messina and Catania concerning the Island. 

The city-level data used to analyze the financial capability, firms’ statistics, and 
R&D investment were collected by the Italian National Institute of Statistics (ISTAT) 
through the firms’ regional analysis. Data is mainly related to the digitalization 
process. Cities are based on an index considering nine indicators based on data 
sources such as ISTAT, FPA, and AGCOM to represent technological advances in 
cities and the technological services offered to their stakeholders. 

This analysis is conducted using the ordinary least squares method (OLS) to 
verify the research framework and hypotheses. We analyzed 12 Italian cities during 
an 8 year period (2012–019). The Hypothesis testing is conducted using a panel data 
regression analysis model that intends to predict the extent of the strength of the 
impacts of both independent variables on the dependent variable. 

3.2 Operationalization of the Variable 

The digitalization index is our dependent variable. This index aims to measures the 
technological development of the cities based on a set of indicators that covered 
a large panel of technological services. These indicators include online services, 
broadband access, municipal app, home banking, diffusion, digital transparency, 
digital openness, social public administration, public wi-fi, and IoT development in 
cities to produce an index that measured the proportion of digitalization in a city. This 
variable is usually used to assess the technological advance in cities to understand 
the impact of technologies in the urban area [68]. 

Our model includes two independent variables: financial capability and insti-
tutional support. The first independent variable is the financial capability; in this 
variable, we consider the firms’ financial capability in each city based on access to 
appropriate financial services evaluates using the differential of active lending rates 
on cash loans of firms in cities. The firms’ abilities to raise capital from existing 
shareholders, the public, and easy access to bank financing, also considering the 
geographical position, are usually related to advantage on firm’s competitiveness 
within an industry [69].
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Table 1 Descriptive statistics 

Variable Obs Mean Std. Dev Min Max 

Digitalization index 96 0,339 0,128 0,152 0,768 

Financial capability 96 0,402 0,274 −0,062 1,001 

Institutional support 96 107,896 258,820 4764 1059 

Firms bank credit 96 1,322 1,931 0,005 5,247 

Total firms 96 0,084 0,011 0,068 0,116 

Table 2 Correlation model 

Variable [1] [2] [3] [4] [5] [6] 

[1] Digitalization index 1 

[2] Financial capability −0,291 1 

[3] Institutional support 0,514 −0,391 1 

[4] Financial risk −0,133 0,353 0,136 1 

[5] Firms bank credit 0,463 −0,361 0,964 0,148 1 

[6] Total firms 0,464 −0,314 0,698 −0,063 0,678 1 

Our second independent variable, institutional support, considers each city’s 
public expenditure in R&D over the city’s population. The institutional support 
perspective is usually consistent with the notion that access to tangible and intan-
gible resources from both government and private individuals is a crucial enabler of 
entrepreneurial activity [70]. 

In the regression model, we controlled several factors at both the city and firms’ 
levels. All variables are continuous variables, and the model specification includes 
the following indicator as a control variable. To assess the financial development of 
firms in cities, we looked at the financial risk of a firm’s city, using the percentage 
of the decay rate of the financial loan. We also control bank credit by considering 
the Total value of banker’s credit lines used by firms in cities over the population. 
Moreover, we also use the total firms in the city by considering the total number of 
firms registered in the Chamber of Commerce over the population of each city. 

Table 1 presents the summary statistics of the variables used in the regressions, 
and Table 2 the correlation matrix related to this model. 

3.3 Results 

This article is focused on exploring the relationship between cities’ digitalization, 
local firms’ financial capability, and institutional support in southern Italian cities in 
the presence of two control variables, financial risk, and bank credit, respectively. 
Table 1 describes the data statistics, and Table 2 presents the correlation matrix. The
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weak correlation between local firms’ financial capability and cities’ digitalization 
is explained by the scenario of the southern Italian firms. According to Lukonga 
[71], firms require enormous financial resources to shift traditional operations to 
digitalized ones. Firms need institutional support to fund the shift. Chen et al. [54] 
describe institutional support as financial aid provided by the government to the local 
businesses to adopt advanced technological operations to protect the environmental, 
economic, and societal concerns. 

The results of the regression matrix are presented in Table 3. Collinearity in 
regression leads to an increase in the variance of coefficients and thereby produces 
unbiased results. To avoid multicollinearity, we deployed the VIFs (variance inflation 
factors). For all four-study models, the maximum and mean VIF values are less than 
the threshold of 3.5. Therefore, no collinearity in the study model is confirmed, and 
the study results are compelling and unbiased. 

Although all models depict the significant relationship between study variables, 
the negative value of local firms’ financial capability reveals the inability of the 
southern firms to embrace digitalization as the firms lack sufficient funds. The positive 
association of institutional support and cities’ digitalization does not imply the strong 
position of the firms in the region. According to Acemoglu and Robinson [53], 
institutions in a country affect the different economic areas differently; subsequently, 
institutional support in southern Italy is not as significant as other Italian regions [19]. 
Suppose the Italian government extends institutional financial support in southern 
Italian cities and provides them with sufficient support and resources. In that case, 
these cities and the firms inside them can embrace digitalization, positively affecting 
firms’ output and economic and societal progress.

Table 3 Regression matrix 

Model I Model II Model III Model IV 

Financial capability −123,17* −106,94* 

[54,11] [53,53] 

Institutional support 2177,84** 1952,91** 

[811,75] [816,332] 

Financial risk −24,56** −14,44 −29,11** −20.130* 

[9,24] [10,05] [9,03] [9.954] 

Firms bank credit −7,23 −1.26 −5.24** −5,299** 

[1,18] [1,18] [1,98] [1,945] 

Total firms 7388.23*** 6992.35*** 4843.98* 4813,93* 

[2040,67] [2032,86] [189,11] [2311,75] 

No. of observation 96 96 96 96 

R-squared 0,189 0,147 0,221 0,162 

Note Digitalization Index, dependent variable. P < 0.10; * P < 0.05; ** P < 0.01; *** P < 0.001 
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4 Conclusion and Implications 

The present study attempted to explore the relationship between cities’ digitalization, 
firms’ financial capabilities, and institutional support in southern Italian cities. We 
find a positive yet weak correlation between local firms’ financial capability and 
cities’ digitalization, which directs our attention towards economic development and 
institutional resource availability in southern cities of Italy. 

Our results show that southern Italian cities are less reactive to digitalization. The 
analysis results reveal that institutional shares a significant positive relationship with 
a firm’s capability and city digitalization which is in line with the study findings of 
Shu et al. [63]. However, the negative yet significant relationship between local firms’ 
financial capability and cities’ digitalization implies that the institutional support is 
not substantial to drive digitalization in southern Italy like other Italian regions. 
Therefore, we proposed the following policy suggestions. First, the Italian govern-
ment must devise plans to promote regional economic development in southern Italy. 
Second, the Italian government must allocate sufficient budget and resources to local 
institutions to channel the digitalization in southern Italian firms. 

Our research offers several implications for the firms. Notably, the study has 
investigated the local firms’ financial capability to embrace the digital footprint. It has 
proved that digital transformation and firms’ financial capabilities are strongly linked. 
A firms’ financial capability can be a central source to drive digitalization. However, 
it requires substantial institutional support if firms are not financially capable of 
the transition. Together the business can develop a platform to raise their concern 
for business, society, and environmental efficiency and ask for the proper institu-
tional support from the central government. Collective efforts can be helpful to draw 
sufficient budgets to fund the digital transformation in the firms. 

4.1 Limitation and Future Research 

This study has several limitations and suggests some directions for future research. 
First, the study indicators are limited and do not incorporate every aspect of the firms’ 
capabilities. While financial capability can be the central driver for digitalization, 
another technical and human resource capability can also be effective. The firms’ 
capabilities can be studied in future research to develop a comprehensive taxonomy. 
Second, the sample is limited to the southern Italian firms and thus, produces results 
that can be generalized to a similar economic and organizational setup. However, 
a large and variant sample can generate meaningful and new insights on this topic 
for future research. Future research can also study the strategic and management 
perspective of the firms toward digitalization. Third, although institutional support 
is a much-required phenomenon an organization needs for their technological or 
digital transformation, future research can look up to other external societal or state
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factors like capturing the impact on the firms’ digitalization. Cross-sectional data 
and other external factors can help to dig deeper to examine the longitudinal path 
towards digitalization. 
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Abstract Enterprise performance management (EPM) helps in executing a 
company’s strategy. As transformations towards digital EPM are challenging, the 
objective of this paper is to develop a forward-looking maturity model to help compa-
nies digitalize their EPM. We apply a “zero-quartile” approach. In contrast to the best 
practices of top performing companies (“first quartile”), a zero-quartile defines the 
expected (collectively deemed best possible) state of a future EPM leveraging digital 
technologies. We employ the Rasch algorithm on data of a survey of 203 participants 
and based on a maturity model, we come up with four design guidelines to help 
companies digitalize their EPM. (1) A digital enterprise platform is the future single 
source of truth for planning, budgeting, and forecasting. Backing managers’ expe-
rience with data, it combines harmonized ERP outcomes with insights from market 
analyses, social media, and other sources. (2) Predictive analytics is the first opinion 
for planning, budgeting, and forecasting. Yet, managers have to learn to accept such 
outcomes so that they can focus more on irregularities. (3) Standard reports and anal-
yses as well as standard comments will be automated. User-centricity is the “new” 
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1 Introduction 

“From bookkeeper to business partner” is a statement often used when talking 
about the finance function. Enterprise performance management (EPM) is particu-
larly affected by this development because it integrates financial and non-financial 
information for planning and decision support [1]. 

Companies often compare their own performance against competitors. In doing 
so, benchmarking is a continuous process of identifying the highest standards of 
excellence for products, services, and processes [2]. Most often a “first quartile” 
approach is applied [3]. It depicts the best practices of top performing companies. 

Given that time series from the past define the first quartile, benchmarking is 
backward-looking. Accordingly, it cannot consider the potential of latest digital 
technologies such as automation, analytics, and digital enterprise platforms. In other 
words, digital is disruptive and thus distorts the philosophy of today’s benchmarking 
in its very essence [4]. We propose a more forward-looking approach, the “zero” 
quartile benchmarking [5]. In contrast to the best practices of top performing compa-
nies, a zero quartile defines the expected (collectively deemed best possible) state of 
a benchmarking object. 

To make this approach more operational, especially to describe a company’s path 
toward such a future state, we rely on the concept of maturity models (MMs). As  
maturity can be defined as “the state or quality of being perfect, complete, or ready” 
[6], MMs are conceptual models that consist of a sequence of discrete maturity levels 
and represent an anticipated, desired, or typical path of evolution [7]. 

Examining the body of knowledge, Röglinger et al. [8] and Ahmad et al. [9] 
mentioned the lack of forward-looking MMs providing “…improvement measures 
in the sense of good or best practices for each stage.” In turn, practitioner journals 
described the impact of digital technologies on finance per se [10–12] or they eval-
uated single digital technologies such as automation [13]. However, these studies 
often lack a rigorous foundation [14]. Consequently, the objective of this paper is 
to develop a forward-looking MM1 to help companies digitalize their EPM. The 
proposed model will not only serve as a self-assessment for companies to eval-
uate their as-is situation, but also to derive design guidelines based on substantial 
differences between different EPM MM levels. We raise two research questions:

● Which digital technologies are most relevant for EPM at what maturity level?
● How can one achieve the next level of Digital EPM? 

To create things that serve human purposes [16], we follow Design Science 
Research (DSR) in Information Systems [17, 18], for which the publication scheme 
from Gregor and Hevner [19] gave us direction. We motivate this article with

1 Considering the four types of Design Science Research (DSR) in IS artifacts identified by March 
and Smith [15]—constructs, models, methods, and instantiations—we propose a model. It should 
serve as an assessment for companies wishing to evaluate their IS investments, ultimately to prepare 
their implementations through mere experience and gut feeling. 
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current challenges associated with EPM leveraging digital technologies (introduc-
tion). Building on the state of the art, we highlight research gaps (literature review). 
Addressing these gaps, we apply the Rasch algorithm with data from a survey 
(method) and consolidate our findings in a MM—ultimately to lay out four design 
guidelines that should help companies digitalize their EPM (artifact description). 
Emphasizing a staged research process with “build” and “evaluate” activities, we 
review our MM in a next publication with the help of a case study [20]. Comparing 
our results with prior work and examining how they relate back to the article’s objec-
tive and research questions, we close with a summary, limitations of our work, and 
avenues for future research (discussion and conclusion). 

2 Literature Review 

Following Webster and Watson [21], we started our literature review with a (1) journal 
search focusing on leading IS research and accounting journals, complemented by 
proceedings from major IS conferences.2 ,3 ,4 Since our subject of research is also 
of practical interest, we additionally considered practitioner journals such as MIS 
Quarterly Executive and the Harvard Business Review. For our (2) database search, 
we used ScienceDirect, EBSCO host, Springer Link, AIS eLibrary, and Google 
Scholar. 

Assessing the publications through their titles, abstracts, and keywords, we 
performed an iterative (3) keyword search with the following search string: Enter-
prise performance management (EPM) OR business process management (BPM) 
OR corporate performance management (CPM) AND digital technology OR digital 
transformation AND maturity model OR stage model OR capability model. We also 
tested variations of this string with singulars, plurals, and abbreviations. 

Our first search results were articles such as Ongena and Ravesteyn [25] on the  
relationship of BPM maturity to company process performance, size and sector, 
Williams et al. [26] on developing a digital MM for SMEs, Comuzzi and Patel 
[27] and Imgrund et al. [28] on a big data and digital transformation MM, respec-
tively. Furthermore, we found 24 practitioner articles such as Accenture [12] and 
The Hackett Group [3]. Finally, we conducted (4) a backward and forward search.

2 Based on the AIS senior scholars’ basket of leading IS Journals [22]: European Journal of 
Information Systems; Information Systems Research; Information Systems Journal; Journal of the 
Association for Information Systems; Journal of Information Technology; Journal of Management 
Information Systems; Journal of Strategic Information Systems; MIS Quarterly. 
3 In order to focus on leading accounting journals, we used the Scimago Journal Ranking [23]. 
We selected the subject area “Business, Management, and Accounting” and, herein, the subject 
category “accounting.” The resulting top 50 journal ranking includes outlets such as Accounting 
Review, Journal of Accounting Research, and the Journal of Finance. 
4 We followed the AIS’ list of leading IS conferences [24]: Americas Conference on Information 
Systems; European Conference on Information Systems; International Conference on Information 
Systems; Pacific and Asia Conference on Information Systems. 
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Following the “citation pearl growing” approach, we complemented our search when-
ever we examined relevant new aspects in the retrieved publications [29]. With refer-
ences from all relevant publications, we identified another 20 publications such as 
Hess et al. [30] talking about achieving a digital transformation strategy by following 
their guidelines and ended up with 69 publications in total. 

For our gap analysis, we structured these publications with respect to two topics: 
Thebenchmarking object encompasses three EPM process activities: that is planning, 
budgeting, and forecasting, followed by business performance reporting, and finally, 
analysis and decision support [31]. “Others” subsume articles that do not focus on a 
specific EPM process activity. (2) The cluster “peer-group partner” refers to what 
the benchmarking object is compared to [32]. 

(1) Benchmarking object: EPM, also known as corporate performance manage-
ment (CPM), business performance management (BPM), and business process 
management (BPM), aims to improve the performance of the entire company [33]. 
Examining different domains, EPM addresses internal decision makers [34] and is 
often at the center of attention [35]. 

EPM is based on the hypothesis that the better the information available to decision 
makers, the better their decision should be. This stems from the theory of the homo 
economicus which has been expanded to the field of neuroeconomics [36]. The 
performance measurement ensures the alignment of performance with the strategy 
of the company [37] and has to balance human intuition with the relevant data [38, 
39]. This can be achieved by setting more data-driven goals to translate the complex 
structure of a business into something understandable and actionable [40, 41]. 

Furthermore authors such as Eckerson [33] or Yaghi et al. [42] began high-
lighting the integration of IS support in the form of dashboards as a cornerstone 
of a successful EPM. Not only the underlying data landscape, structure, and contents 
of data are changing [43], also the visualization of data plays an important role [44]. 
This technology-based future of performance management is an essential compo-
nent of leading successful digital transformation, making it more data-driven, more 
flexible, more continuous, and more development-oriented [43]. Accordingly, today, 
digital technologies such as finance bots are examined to automate processes like 
budgeting, forecasting, and analyses [45] or  predictive analytics to handle forecasts 
more fact-driven [46]. 

In line with Williams et al. [26] we examined that the majority of MMs focuses 
on digitalizing the production and logistics domain, rather than EPM and clustered 
articles such as Akdil et al. [47] and Colli et al. [48] as “Industry 4.0” papers. Eckerson 
[33] described the impact of IS for EPM whereas Cokins [31] examined effects 
of the “digital revolution” on EPM. Pinto [49] as well as Ongena and Ravesteyn 
[25] researched the correlation between business process maturity and a company’s 
business performance. Another fourteen articles such as Plaschke et al. [13] focused 
on single EPM activities such as planning, budgeting, and forecasting and eleven 
articles elaborated on standard reporting and analysis.
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Detailing digital technologies with automation, analytics, and digital enterprise 
platform, we followed Mergel et al. [50] and Mayer et al. [51]. We found twenty-
one articles covering the impact of automation on EPM. With a focus on stan-
dard reporting, companies have already started to automate routine tasks [12]. In 
doing so, Robotic Process Automation (RPA) is suitable for high-volume, standard-
ized processes [52]. Practitioners such as Eckerson [33] and Cokins [31] predicted 
a substantial usage of analytics when companies have the capability to easily access 
all their financial data as well as data from social media listening and the internet 
of things. Pearson [53] suggested that analytics will increase company productivity, 
since planning, budgeting, and forecasting processes will no longer require months of 
negotiating targets, calculating figures in spreadsheets, and performing endless iter-
ations to close gaps between top-down targets and bottom-up budgets. Accordingly, 
Comuzzi and Patel [27] proposed a MM for measuring organizations leveraging big 
data analytics in their business processes. Shifting EPM towards a more proactive, 
forward-looking steering, digital enterprise platforms help as a single source of truth 
of a company’s data [11, 31]. “Data lakes” contribute to a broader data base [54]. 
The necessary master data management was examined by Spruit and Pietzka [55]. 

Accordingly, we derive our first takeaway and, based on that, we propose to 
expand the body of MMs with a more forward-looking EPM model—based on the 
zero-quartile definition. In doing so, we will examine the impacts of automation, 
analytics, and digital enterprise platforms on EPM process activities (for details, see 
Sect. 3). 

(2) Peer-group partner: The term “peer-group partner” refers to whom the orga-
nization is compared to in a cluster of similar organizations or other structured enti-
ties based on preselected attributes [32, 56, 57]. Internal benchmarking compares 
different organizational units of a company such as sites [58]. Atkinson [59] is the  
only article we found on this kind of benchmarking. He carried out a case study at a 
health care provider where he constructed a framework to plan, act, review, and revise 
strategies and objectives. This enabled the organization to compare their goals against 
the fulfillment and adjust objectives, which is similar to how planning is usually 
conducted in businesses but offered little comparative value for benchmarking. 

In turn, we found 68 articles referring to external benchmarking.Of these, industry 
benchmarking looks at trends within a group of companies of the same industry or 
market [60]. Ifenthaler and Egloffstein [61] is a good example since they examined 
digital transformation in the European education sector, a crucial topic due to home-
schooling in the past two years, with an n = 222. They opted for a six-dimensional 
model based on a Likert scale, rating the adopted technology, the strategy, and, 
industry-specific, the digital learning and teaching capabilities, among other factors, 
to sort the participants into five maturity categories derived from literature. 

Finally,generic benchmarking focuses on processes across industries [2]. 54 out of 
68 articles employed such a benchmarking with notable examples such as Imgrund 
et al. [28] who constructed a digital transformation maturity model for BPM in 
SMEs and used the existing process and enterprise maturity model (PEMM) which 
accounts for the heterogeneity of SMEs in different industries. They adapted the 
model by adding a digital perspective to it. Som and Gamroth [62] constructed a
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model to measure the digital transformation level in the HR departments of multiple 
industries across continents with a special focus on data integrity and using a MM 
with seven dimensions. 

In order to ensure sufficient data for our novel form of benchmarking, we propose 
a generic benchmarking across industries (Sect. 3). 

3 Method  

Since we aimed to create a MM to benchmark a company’s EPM across industries, 
which requires a large amount of company-specific data, we opted for a survey-
based approach. This is in line with what we also identified as method from several 
of the MMs reviewed and our synthesis of Sect. 2. With a pre-study we tested the 
usability of the underlying questionnaire with two EPM process experts from multi-
national companies and a subject-matter expert from the department of accounting 
and auditing at Darmstadt University of Technology [63]. For the main study, we 
opted for an online survey. 

We asked members of a manager working group hosted by the Schmalenbach 
working group “Digital Finance” [64] who regularly meet to discuss trends in digital 
finance and extended the survey to a broader group of practitioners based on the 
mailing list of a special interest group. 25% of people who accessed the survey 
decided not to participate while only 2% abandoned after starting the survey. On 
average, people spent 15 min answering all questions. The survey was closed after 
5 weeks. The characteristics of the data sample are given in Table 1. We differentiated 
between Industry (manufacturing), Services, Banking and Insurance, IT as well as 
Public sector and other. Finally, we complement our analysis with design guidelines 
based on substantial differences between MM levels within the individual EPM 
process activities.

3.1 Questionnaire 

Combining Frolick’s [34] framework and IMA [65] we detailed EPM in terms of 
three process activities: (1) Planning determines key business drivers and measures 
business success such as market shares and product margins, in order to create the 
3–5 year (strategic) plan [34]. Translating the strategic plan into action, budgeting 
is the annual planning process for preparing the budgets in terms of sales, earnings, 
manpower, expenditures for the next year. Forecasting develops, reviews, and consol-
idates the year-end and rolling outlook reports. Furthermore, forecasting examines 
gaps between the current performance and the forecast targets, in order to finally set 
up actions for closing these gaps. (2) Standard reporting and monitoring measures 
the day-to-day business performance with standard and simple ad-hoc reporting, 
including management support systems, balanced scorecards, etc. [34]. (3) Analysis
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Table 1 Sample characteristics 

Sector No % Position No % Market cap. [bn 
$] 

No % 

Industry 
(manufacturing) 

68 33 CxO, 
executive 
managers 

75 37 <100 m 73 36 

Services 55 27 Finance 
department 

28 14 <5 bn 94 46 

Banking and 
insurance 

14 7 Analytics 
competence 
center 

52 25 <20 bn 18 9 

IT 26 13 (Internal) 
consultants 

18 9 >20 bn 18 9 

Public sector and 
other 

40 20 IT 30 15 

Total 203 100 Total 203 100 Total 203 100

and decision support focus on non-regular analyses such as root-cause analyses, 
what-if, and how-to-achieve requests. Typically performed only a few times a year, 
this also covers complex special issue analyses regarding pricing or costs [59]. 

Then, the participants were asked to provide their primary value-creation target 
for each of the three processes activities. We distinguish between three factors:

(1) Efficiency covers the monetary effects of digital technologies, assuming equal 
quality. It reflects cost savings such as processing the same number of reports 
with fewer people or reduced effort. We operationalize cost savings threefold by 
reducing full-time equivalents (FTE), lowering cost by operating expenditures 
reductions in terms of ordinary and necessary expenses (OPEX) and capital 
expenditure (CAPEX) reductions as well as increased speed by time savings 
[20]. 

(2) Effectiveness reflects the ability to offer new products and services or reach 
new customers through a better understanding of their behavior. This consists 
of five items: (a) Better insights covers the degree to which new information 
(reports, analyses, KPIs) meet the requirements of the addressees and improve 
business decisions. (b)Flexibility describes the ability to react to new, but mainly 
anticipated requirements [66]. We include agility, which additionally covers 
responses to unexpected requirements [67]. (c) Accuracy covers the provision 
of correct data [68]. (d) Consistency refers to the integrity of data stored in 
different sources. (e) Security comprises secure data even in heterogeneous 
ERP/BI system architectures or the cloud [69]. 

(3) Experience covers learning effects within the organization or setting up future 
economies of scale when implementing digital technologies. In order to support 
efficiency and effectiveness, we differentiate twofold: (a) The use of digital 
technologies paves the way for future cost and/or FTE reduction (enabling
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Applying digital technologies, state your primary target of value 
creation: efficiency, effectiveness (better insights, flexibility, 
accuracy, consistency, or security), experience 

1 2 3 4 5  1  2 3 4 5  
Automation 

Analytics 
Digital enterprise platform 

Today 2025 

Standard reporting and monitoring: measure the day-to-day business performance with standard and simple ad-
hoc reporting, including management support systems, balanced scorecards, etc. 

Fig. 1 Excerpt of the online questionnaire 

efficiency). (b) Enabling effectiveness addresses how digital technologies shape 
future organizations.

Ultimately, we focus on three digital technologies, that is automation, analytics, 
and digital enterprise platform (Sect. 2). 

Following the structure of the three process activities of EPM, we created questions 
with a subdivision into three parts each, accommodating the three technologies. For 
each question, the participants had to rate the use of a technology now and their 
expected state in 2025 based on a five-point Likert-scale. Figure 1 shows an excerpt 
of the questionnaire structure for the third process activity. 

3.2 Rasch Algorithm 

The Rasch [70] algorithm was initially proposed for measuring discrete dichotomous 
data, generally about individual performance success or failure when completing 
certain tasks. The model assumes that answers depend on individual ability, along 
with the item difficulty. Accordingly, we suggest that highly skilled companies much 
better implement more difficult items than unskilled ones [71]. Using the Rasch algo-
rithm on our proposed zero quartile benchmarking, the original model was modified 
in three ways [72]: (1) In order to express opinions rather than simple right or wrong 
answers, we applied a five-point Likert scale. This conversion uses the approach of 
a partial credit model [73], which transforms binary values into a floating scale with 
subordination-probabilities for each category instead of a “yes or no” probability. 
(2) Secondly, as the impact of a digital technology might not increase monotonically 
but be limited by an upper bound, we asked the respondents not only to rate their 
current as-is level, but also to express their expected to-be level for implementing a 
digital technology. In order to derive an MM that is valid for the complete population, 
the median was used as the commonly desired to-be level across all companies. The 
delta between the common expected value (median D

/\

i ) and the company’s individual 
actual value (Bci ) represents the anticipated improvement (for positive values). The 
larger the positive gap, Xci = D

/\

i − Bci , the more difficult an item. To obtain valid
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item estimates, we re-coded the differences, collapsing them into five categories 
(Zci ) labelled ascendingly from difficult to easy items. (3) Thirdly, as the Rasch 
algorithm does not yield maturity levels, but only a single ordinal scale representing 
the maximum log-likelihood estimates (logit values) of each item and company, we 
defined five maturity levels based on the logit values, representing the difficulty of 
implementing them for companies. 

Applying the aforementioned modifications, we used the eRM package in R [74] 
in order to create our partial credit model. Evaluating the validity of our results, we 
used the infit and outfit statistics, which are included in the eRM package to assess 
our model. Variations around a company’s own maturity level are represented by the 
infit statistic, whereas outfit is more sensitive to items that are located far from a 
company’s maturity level (outliers). Both values should be around one, and a value 
greater than two or smaller than 0.5 is regarded as critical and should be removed 
[75]. In our case, the statistics were all within a range of 0.75 (outfit for standard 
reporting and digital enterprise platform, infit for ad-hoc analyses and analytics) and 
1.47 (outfit for strategic planning and automation). Hence, we were able to retain all 
items. In addition to the logit values of the Rasch model, we calculated means for 
all Likert-scale items to observe the maturity level at which the majority of surveyed 
participants are positioned. 

4 Artifact Description 

Enriched by results from our descriptive statistics (Table 2), our MM and its levels 
following the logit values are presented in Table 3. The descriptive statistics cover 
distinct parameters measuring the skill of a particular person and are in line with 
the difficulty β of an item. When the capability is higher than β, a person is more 
likely able to complete the task. Furthermore, Table 3 highlights advancements that 
companies should strive for to achieve the next maturity level (▲ symbol). Logit 
values (model betas) indicate these critical steps as “β (technology, Likert-scale 
item)”. 

Table 2 Results from our descriptive statistics 

Now 2025 Now 2025 Now 2025 Now 2025 Now 2025 

AUT 61% 13% 24% 24% 12% 27% 3% 33% 0% 3% 
ANA 32% 1% 36% 10% 21% 25% 8% 47% 3% 16% 
DEP 18% 1% 28% 4% 29% 15% 18% 43% 7% 37% 
AUT 51% 13% 24% 17% 19% 24% 4% 33% 1% 12% 
ANA 36% 4% 32% 20% 21% 24% 9% 38% 2% 15% 
DEP 17% 1% 27% 5% 26% 14% 23% 39% 7% 40% 
AUT 67% 18% 20% 30% 10% 26% 2% 23% 1% 3% 
ANA 40% 4% 33% 16% 16% 26% 10% 41% 2% 13% 
DEP 23% 2% 29% 9% 24% 17% 18% 40% 6% 32% 
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Table 3 MM for enterprise performance management 
I - Digital Beginner II - Digital Student III - Digital Practitioner IV - Digital Driver V - Digital Master 

Level of automation is 
increased, especially for data 
preparation. 
β (AUT, rarely) = -0.29 

Use of automation is further 
increased. Data is intelligently 
processed to enable 
recommended actions for 
some areas. 

Automation is used often to 
prepare and consolidate the 
results. β (AUT, often) = 2.57 

Analytics is sometimes used, 
mostly in a prototype status. 
Market insight data is systema-
tically acquired for certain 
uses. 
β (ANA, sometimes) = -0.92 

Analytics use is 
operationalized for planning and 
covers more domains. More 
sophisticated data base with 
first uses of predictive 
analytics. 

Analytics is always used for 
value driver, market, and other 
analyses. Data incorporates 
past, present and predictive 
data.  β (ANA, always) = 2.28 

DEPs are used often to provide 
the base data. Essential 
planning data is stored at a 
central hub, but there is still 
much use of Emails or other 
shared folders. 
β (DEP, often) = -2.31 

DEPs are always used, intuitive 
front-ends make navigation 
easy. All available data is 
easily accessible and updated 
at one place. 

Automation is slowly 
introduced to address specific 
use cases. Some rough 
budget constraints can be 
suggested. 

Use of automation is largely 
increased. Budgets are mostly 
progenerated and accepted by 
humans. 
β (AUT, often) = 1.74 

Automation is always used to 
prepare and consolidate the 
results. 
β (AUT, always) = 5.17 

Analytics is sometimes used, 
mostly in a prototype status. 
Market intelligence data as 
well as order data are aggre-
gated. 
β (ANA, sometimes) = -0.79 

Analytics use is 
operationalized for budgeting 
and covers more data. 
β (ANA, sometimes) = -0.12 

Analytics is always used for 
value driver, market, and other 
analyses. 

DEPs are used often to provide 
the base data for budgeting. 
This is often in the form of an 
early collaboration platform 
with important cornerstones of 
data stored. 
β (DEP, often) = -1.6 

DEPs are always used, intuitive 
front-ends make navigation 
easy. 

Level of automation is 
increased, especially for data 
preparation. 
β (AUT, sometimes) = -0.34 

Use of automation is further 
increased. This ties in with the 
use of analytics so that 
forecasts are  automated and 
only adjusted for exceptions. 

Automation is always used to 
prepare and consolidate the 
results. 
β (AUT, always) = 4.10 

Analytics identifies relevant 
factors and improves forecast 
accuracy but is rarely used. 
β (ANA, rarely) = -1.01 

Analytics is often used, 
gradually replacing gut feeling 
with data-driven decisions. 

Analytics is always used as a 
baseline and managers mainly 
adjust for exceptions. 
β (ANA, always) = 1.79 

DEPs are used often to provide 
the base data for forecasting. 
β (DEP, often) = -1.11 

DEPs are always used. All 
forecasting data is available at 
a glance. 
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Following Esswein et al. [5], for maturity level I “digital beginners”, the item 
logit values are between −1.73 (Table 3, first column third row for the digital enter-
prise platform) and −1.6 (Table 3, first column sixth row for the digital enterprise 
platform), depending on the EPM process activity and the preselected three digital 
technologies. Such companies are newcomers in leveraging digital technologies and 
represent 5.8% of our survey participants. Maturity level II incorporates items with 
logit values between −1.56 and −0.61. In such student companies (21.8% of the 
survey participants), some early analytics use-cases are explored—but so far, without 
substantial competitive advantages. Assessment items with a logit between −0.49 
and 0.41 define maturity level III and represents the majority of our survey partic-
ipants (54.9%). These digital practitioners are confident with our preselected three 
digital technologies, as they have already entered the stage of rollout and mass adop-
tion for analytics and are exploring some initial automation use-cases on a digital 
enterprise platform. Maturity level IV covers the broader adoption of analytics and 
a high degree of automation in digital driver companies. Logit values range from 
0.58 to 2.36, and 17.5% of our participants can be found here. Maturity level V 
covers digital masters. Such companies are strongly committed to making the most
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of digital technologies, whilst addressing even highly difficult use cases (reflected 
by logit values as high as 4.11 in Table 3, fifth column fourth row for automation). 
The Rasch algorithm did not put any of our surveyed companies into this category. 

In order to make the results of our artefact design more concrete, we finally 
summarize the key findings in four design guidelines that provide guidance on how 
to achieve the next levels of maturity. We argue in three steps: (1) We first elaborate on 
the primary target (efficiency, effectiveness with its subcategories) for each activity. 
(2) We then combine the descriptive statistics of the present levels of implementation 
and Rasch-model betas for each of the technologies. (3) Finally, we complement the 
results with accompanying feedback from the participants and our own interpretation. 

4.1 Planning, Budgeting, and Forecasting: Intuition 
Enriched by Data Insights—A Prime Example 
of Human–Computer Interaction 

Starting with process activity #1 “planning, budgeting, and forecasting,” the majority 
(62%) of the survey participants stated that effectiveness is the primary target for using 
digital technologies. Among these answers, 57% targeted future value creation on 
better insights (31%) and speed (26%). As many companies still rely on traditional 
spreadsheets, their plans are often too slow or too unrealistic. 

85% of the participants answered that they never (61%) or rarely (24%) use 
automation today Table 2, first row (AUT), (“now”). We allocated them to the first 
three levels of our MM, since the difficulty of using automation in a prototype stage 
is ranked quite high at β = 0.9. Even in 2025, about 64% of these companies believe 
they will never (13%), rarely (24%), or only sometimes (27%) use automation. This 
indicates that maturity levels IV and V are reserved for companies willing to invest 
considerably more time and effort than the rest of the surveyed population. This is 
also apparent in one of the highest logit scores for “always” (β = 2.57, Table 3, fifth  
column, first row). 

While our results show that today, more than two thirds of the surveyed participants 
use analytics rarely (36%) or never (32%), in 2025, the participants respond that 
analytics will be their focus technology for these activities. 63% replied that they will 
use analytics often (47%) or even always (16%). This is reflected in our MM through 
the fact that analytics is key to achieving maturity level II for use “sometimes”, leading 
to a more widespread use at level III. To consolidate analyses such as value-driver 
simulations or market analyses, at maturity level IV, analytics is always used. There 
is no distinction between maturity levels IV and V for analytics since it is already 
used to its full potential by level four companies. This levelling off is evident in all 
of the technologies which are mastered below the current level. The unexceptional 
use of analytics can entail social media listening and market analyses being fed into 
the strategy formation process, which is then executed manually or automatically.
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Moving towards digital EPM, the digital enterprise platform is a cornerstone 
for companies as their new single source of truth and central IT backbone. Today, 
about 50% of the surveyed companies already use such a platform, sometimes (29%), 
often (18%) or always (7%). In 2025, more than 80% will probably have a digital 
enterprise platform in use often or always. As a result, a digital enterprise platform 
can be considered a precondition for achieving higher maturity levels in strategic 
(business) planning, as it offers quick and better access to company data from a 
single source. 

Accordingly, our first result is that planning, budgeting, and forecasting will no 
longer solely rely on the intuition of the management. Companies will progressively 
leverage their unparalleled access to data stored in the ERP and connect other sources 
such as customer relationship management to one single source of truth. Even third-
party data sources such as market analyses or social media will be included in the 
new digital enterprise platform. We thus present our first design guideline. 

First design guideline: A digital enterprise platform is the future single source 
of truth for planning, budgeting, and forecasting. Backing a managers’ experience 
with data, it combines harmonized ERP outcomes with insights from market analyses, 
social media, and other sources. 

Based on our information regarding company size, when it comes to forecasting 
supported by analytics, larger companies with a market capitalization of more than 
20 bn EUR are more advanced than mid-sized (<20 bn EUR) and smaller companies 
(<5 bn EUR). Some critics might argue that predictive analytics neither foresaw the 
economic crisis of 2008/2009 nor the outbreak of Coronavirus in 2020. Mitigating 
this issue, for digital-driver companies, analytics provides an efficient baseline fore-
cast, and managers can adjust for known exceptions of which the machine cannot be 
aware. This process should be flexible and modified rapidly, even over just a month. 

Second design guideline: Predictive analytics is the first opinion for planning, 
budgeting, and forecasting. Yet, managers have to learn to accept such outcomes so 
that they can focus more on irregularities. 

4.2 Standard Reporting and Monitoring—In Real-Time 
Where Needed 

Regarding process activity #2 “standard reporting and monitoring,” the surveyed 
participants stated that efficiency (46%) and effectiveness (50%) are de facto equal. Of 
the participants who answered “effectiveness”, 62% stated that better insights (39%) 
and speed (22%) are the main drivers of digitization. Currently, 75% never (51%) or 
rarely (24%) use automation. This is reflected in a β of 0.07 for maturity level III 
which is higher than about half of the participants’ ability logit values. However, for 
2025, 45% predicted using it often (33%) or always (12%). This coincides with the 
progression through our maturity levels, for which, starting from level III, automation 
is gaining importance at every level (Table 3). Real-time information will be the new
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normal where it is needed. Standard reports such as sales reports delivered once a 
day are fully automated. Finally, at maturity level V, automation is always used for 
generating most standard reports and analyses, and just the push of a button away. 

Analytics was attributed a similar level of importance. Today, companies use 
analytics never (36%), rarely (32%), or sometimes (21%). For 2025, 53% answered 
that they will use analytics often (38%) or always (15%), with a β of 0.04 and 1.8 
respectively. For 79% of the surveyed participants, the digital enterprise platform 
will be a conditio sine qua non for “modern” standard reporting and monitoring, as 
it will be used often (39%) or always (40%) in 2025 (Table 2, 6th row). Analytics 
development starts with helping to comment on standard reports (maturity level II). 
It is improved at levels III and IV regarding the quantity of use in daily business. 

Based on a digital enterprise platform, we believe that pull reports will replace the 
push reports. Management will gain access to required data with the help of smart 
frontends (“visual analytics”) and a self-service reporting architecture, even mobile 
solutions are available for kind of approvals. 

Third design guideline: Standard reports and analyses as well as standard 
comments will be automat-ed. User-centricity is the “new” normal for a more natural 
working modus. 

4.3 Analyses and Decision Support—Event-Driven Self 
Service from Global to Line-Item Level 

The majority (65%) of the survey participants stated that effectiveness is the primary 
target for using digital technologies. Herein, they specified that better insights (41%), 
speed (25%) and flexibility (19%) are the main drivers. 

Presently, automation is never (67%) or rarely (20%) used. In 2025, automation 
will be more widely adopted among early adopters, companies plan to do so often 
(23%, β = 0.9, digital driver) or sometimes (26%, β = −0.3, digital practitioner). 
Hence, companies will employ semi-automated ad-hoc analyses, for example, by 
a causal combination of data sources in order to analyze a problem from different 
perspectives without manual data collection. Today, companies never (40%) or rarely 
(33%) use analytics. As they answered often (41%) and always (13%), for 2025, 
they will evidently increase their usage (even in comparison to automation). This 
indicates that more data will be analyzed at a line-item level, processed and used to 
model scenarios with as much information as possible. This is considered in our MM 
(Table 3), marking the key steps for maturity levels II (β (sometimes) = −1.0) and 
III (β (often) = 0.35). Visual analytics and predictive analytics will go hand in hand 
at these levels. At present, a digital enterprise platform is used sometimes (24%) or 
often (18%). In 2025, a digital enterprise platform will be used by 89% sometimes 
(17%), often (40%), or always (32%). 

Ad-hoc analysis is a non-standard activity, which is often triggered by an event. 
A digital enterprise platform is needed to be able to perform individual requests
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• Newcomers leveraging 
digital technologies 

• Digital enterprise platform 
are a foundation for digital 
transformation in nearly 
every process activity 

• Digital enterprise platforms 
are a must-have 

• First use cases of 
analytics, gradually rolled 
out in the organization 

• No competitive advan-
tages to be gained yet 

• Operationalization as a 
result of confidence in the 
use of analytics 

• First automation use 
cases tested, shared 
services often in the lead 

• Extensive use of analytics 
for all process activities 

• Increasing roll-out of 
automation across all 
process activities 

• Maximization of the 
benefits of automation 

• Cognitive-based besides 
rule-based automation 
increasingly in focus 

I - Digital Beginner 

II - Digital Student 

III - Digital Practitioner 

IV - Digital Driver 

V - Digital Master 

Fig. 2 Key elements to drive in our MM 

by drill downs aimed at gaining a deeper understanding of the underlying reasons, 
and ultimately deriving meaningful business advice. Experienced companies will 
incorporate ad-hoc analyses even into managers’ workflows, so as to become more 
flexible rather than adhering to a regular reporting cycle. Today, managers are not 
often skilled in such analyses, but that will change along the path towards digital 
EPM. In a digital economy, much will relate to the data needed to offer transparent, 
and flexible algorithms to answer business questions. 

Fourth design guideline: Managers should overcome their reluctance to work 
with data and start analyzing in a self-service fashion. Technology will support them 
from a global view to a line-item level. 

Summarizing our findings, Fig. 2 depicts the key elements that drive our MM. 
In stage I, the surveyed companies started to implement a digital enterprise plat-
form supporting a joint IT architecture for all process activities. In stage II they 
made progress, having their ERP harmonized and external data sources connected. 
Furthermore, these companies have some initial analytics use-cases with a prototype 
status. 

In stage III, companies are more confident with analytics. Some predictive 
analytics use-cases, such as net sales forecasts, are implemented and they started 
testing automation. In stage IV, companies use analytics quite extensively for all 
researched EPM process activities and they push forward to roll-out automation. In 
stage V, companies focus on maximizing the benefits of each digital technology. In 
parallel to this, they aim to realize synergies combining all three digital technolo-
gies. In this stage the advanced use of automation is pushed by adding cognitive 
automation. 

5 Discussion and Conclusion 

Applying a “zero-quartile” benchmarking approach and taking EPM as our case 
example, the objective of this paper was to develop a forward-looking MM. We  
detailed EPM with three process activities and evaluated the use of automation, 
analytics, and the digital enterprise platform along different levels of maturity (RQ1).
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Data for the Rasch algorithm was obtained from a survey. In answering RQ2, we 
derived four design guidelines. 

For practice, these design guidelines should help companies evolve towards digital 
EPM. In comparison to approaches such as Eckerson [33] and Joo et al. [76], our 
MM goes beyond the traditional (backward-looking) benchmarking. Reflecting the 
fact that automation is not the starter technology in the EPM domain, this is contrary 
to other finance processes such as order-to-cash, purchase-to-pay or record to report 
[77]. For research purposes, our method mix including the Rasch algorithm consti-
tutes a rigorous starting point for examining digital technologies even beyond EPM. 
Our approach is more comprehensive than Blumenberg [78], who covers only single 
EPM process activities. In comparison with practitioners like Plaschke et al. [13], who 
focus on efficiency, we complement it with effectiveness and experience evaluation 
criteria. 

Our research inevitably reveals certain limitations. Accordingly, there are several 
avenues for future research. With a sample size of 203, our data base is quite sound. 
However, a first future avenue would be to test for moderating effects of different 
demographic attributes. Analyses of different working styles, age, gender, education, 
IS experience, culture, and motivation should complete the results on hand. A second 
avenue would be to examine the impact of our MM. It should provide companies 
with a clear direction of their digitalization. Thus, our research should become more 
multifaceted by initiating use cases applying our MM. Such a subsequent evaluation 
should indicate whether our findings could be converted into action. 

A further limitation of our work lies in the definition of maturity levels across 
the three technologies and three process activities. The uneven spread of companies 
across all five levels introduces a bias towards maturity levels II–IV. By choosing 
equal logit values as thresholds for all three technologies, this bias would have been 
even stronger. While infit and outfit statistics showed that the Rasch results are valid, 
different thresholds could have skewed the results towards higher or lower maturity 
levels respectively. 

Last, but not least, we advise to continuously update our results as the pace 
of digitization is high and there could be more unpredictable developments 
beyond the current COVID-19 pandemic. For companies, we suggest a continuous 
benchmarking of their “as is” status in order to track digital progress over time. 
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Data Ecosystem and Data Value Chain: 
An Exploration of Drones Technology 
Applications 

Cristina De Simone, Federica Ceci, and Cristina Alaimo 

Abstract The drones’ market is anticipated to grow significantly because of its 
increasing use for commercial and professional purposes. They are currently used 
in many industries and the next frontier is represented by the automotive industry. 
The volume of disposable data is growing exponentially, reaching more than 44 
zettabytes of valuable data in 2020. In order to be able to fully reap the value of data 
available, firms must delve in big data and Data Value Chain (DVC) discipline. This 
paper explores the ecosystem formation as well as the challenges and criticalities 
encountered by Dronus and Here in their interaction and exchange of data. Ecosys-
tems are network of distributed companies that shows multiple links toward their 
environment that interact via standard and business rules which permit them to be 
independent but also connected. Data have been collected through multiple sources, 
i.e. semi-structured interviews with firm’s representatives and direct observation. 
This study will give a contribution for future literature as it focuses on the analysis 
and research of an important gap that sees knowledge of bottlenecks as a way of 
conscious and efficient growth. In this way, firms and ecosystems that have success-
fully understood the importance of these variables found will be able to better answer 
to changes becoming more agile. Successful big data integration, accessibility and 
standard business rules, as we identify as the main roadblocks, will allow firms in 
data-driven sectors, and in particular in computer vision-based data set, to be efficient 
in the interconnection and to become more agile. 
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1 Introduction 

Drones are growing in their importance in nowadays lives and applications [1]. They 
are currently used in agriculture, industries, oil and gas, real estates, public safety, 
energy, delivery, and the next frontier is to use them in the automotive industry [2–4]. 
Firms are increasingly utilizing drone-acquired data in their business operations to 
accelerate their service delivery and to expand the universe of possible applications 
[5]. The volume of data available is growing exponentially, arriving to more than 
44 zettabytes (44 trillion GB) of useful data in 2020 [6]. To obtain full advantage 
of the huge quantity of data produced, firms are delving into the technological field 
of big data. However, big data need to be processed to gain strategic validation; to 
do so, they are often included in a Data Value Chain (DVC) [7]. A value chain is 
composed by a series of subsystems each with inputs, processes of transformation 
and outputs [8, 9]. With DVC we refer to the information flow within a big data 
system, composed by a series of steps needed to generate value and useful insights 
from data. The DVC enables the appropriation of value from the data [10]. 

Such technological advancements require to established firms and startups a reor-
ganization of their relations and collaborations, in order to match the new techno-
logical and organizational requirements. In fact, in an increasingly interconnected 
world, economic value is less and less created by one firm alone but rather through a 
combination and enrichment of data by various actors in their so-called data ecosys-
tems [11]. Ecosystems are network of organizations involved in the delivery of a 
product or a service thought both competition and cooperation creating a constantly 
evolving relationships in which each firm must be flexible and adaptable to survive 
and predominate, as in biological ecosystems. A successful data ecosystem shows 
seamlessly interactions of all the stakeholders within a digital single market, leading 
to business opportunities, easier access to knowledge and capital. A well-functioning 
data ecosystem must bring together the key stakeholders with a clear benefit for all 
[10]. Previous literature, especially the one focusing on ecosystems and their structure 
[12, 13], explored the new forms of organizations in a digital environment. However, 
the debate on how to bridge business transformation with big data analytics for value 
creation and to accelerate on the sustainable development of the society is still open 
[14]. 

This paper explores the structure of relationships a nascent DVC, i.e., the navi-
gation systems. More specifically, we provide a fine-grained analysis focusing on 
the process of relation building in one specific link of the DVC, composed by a 
drone producer and a firm operating the navigation sector. The study is positioned 
in the literature, in between data-driven technology and formation of ecosystems, 
with specific attention to the optimization of acquired knowledge to make exchange 
of data between ecosystem participants more efficient. The diffusion of connectivity 
software made it clear that ecosystem actors can’t be seen in isolation, but all of them 
need to interact and collaborate to create sharable knowledge. That’s why we focus 
our research on the ecosystem, starting from its creation and center to the final struc-
ture. We analyze the initial activities implemented by the two players in the process
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of ecosystem formation, to identify challenges and criticalities emerged during the 
first phases of its creation. We have found that in the initial steps of Dronus/Here 
relationship, the two companies have sternly focused their attention on succeeding in 
the exchange of data to arrive to a shared interaction procedure, in order to minimize 
bottlenecks during the chain. Then we have explored the core ecosystem interaction 
in order to find the exact challenges which the two firms have faced to find standard 
procedures and to exchange consistent data. 

2 Theoretical Framework: Data Value Chain 
and Ecosystem Formation 

2.1 Data Value Chain 

The Data Value Chain (DVC) describes the evolution of data from collection to anal-
ysis, dissemination, and the final impact of data on decision making [15]. Through its 
analysis, a decision support tool will be created to model the chain of activities that an 
organization performs in order to deliver a valuable product or service to the market 
[8]. The value chain categorizes the generic value-adding activities of an organisation 
allowing them to be understood and optimized. A value chain is made up of a series 
of subsystems each with inputs, transformation processes, and outputs. Rayport and 
Sviokla [16] were one of the first to apply the value chain metaphor to information 
systems within their work on Virtual Value Chains. The inclusion of DVC in a smart 
environment increases the performances of firms that have successfully understood 
the great importance of data. The process of DVC [10, 17] is reported in Fig. 1. It is  
possible to identify 5 phases, briefly described as follows: 

. Data Acquisition: process by which the data are gathered, filtered and cleaned 
to generate an element that can be insert in the Data Warehouse to carry out the 
necessary analysis;

. Data Analysis: process that involves the exploration, transformation and 
modelling of data with the aim of making data useful for strategic purpose;

. Data Curation: process by which involved data management is obtained by 
ensuring that the required quality of data has been met over the entire life cycle 
[19];

Fig. 1 Authors 
representation from Curry 
[18]
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. Data Storage: process by which the data are correctly clustered and stored in a 
scalable way in order to be quickly and efficiently accessed by firms and actors 
that need them;

. Data Usage: activity of proactive integration of the data analysis in the business 
processes though tools that are aimed at supporting the analysis and the access to 
storage data. 

The DVC has been proposed to model high level activities within information 
systems, assuming more interconnections than in traditional Value Chain, and is 
placed in the core of the Data Ecosystem at a micro level, while multiple stake-
holders exist at the meso and macro level [20]. When referring to big data and busi-
ness analytics, the term ecosystem describes the environment created and supported 
by the numerous actors, that generate perpetual data along with their interactions 
and interrelations. Such ecosystems already exist in the industry within or between 
different sectors (e.g., Apple, Google, Intel, Microsoft). However, giving the fast 
progress of data, there is a need to evolve existing ecosystems, or develop new ones, 
to be more dynamic and actively include more stakeholders, taking into account both 
their capabilities and needs. Because of modern digital technologies, also conven-
tional business environments are turning into digital ecosystems, where dependencies 
and interconnections are increasingly constituted by digital connectivity. New capa-
bilities need to be developed in order to correctly face digital customer orientation, 
which is the customization and enrichment of experience provided to customer of 
the service offered by the company [18]. 

In this way, firms will establish a more intimate and personalized relation with the 
customers being able to better know their needs thanks to data-driven methodologies. 
The contributions given by Knabke and Olbrich [21] and Mikalef and Gupta [22] 
in fact, highlight the potential of capabilities in increasing business intelligence and 
value, thus improving academic understanding on how firms may evolve their role and 
position in current big data and business analytics ecosystems. A strong analytics 
capability is crucial to foster digital transformation, as organizations that want to 
compete in the digital economy will have to invest in various resources including 
people, processes, technologies and organizational design [17, 23]. 

2.2 Ecosystem Formation 

The diffusion of connectivity services and software allow firms to redesign their 
environment towards a structure that shows less strict discrepancy between what is 
internal and what is external, making the boundaries of firms more blurred. This 
phenomenon has been often analyzed troughs the lens of the ecosystems literature 
[24–27]. In managerial literature, an ecosystem is a complex network of affiliated 
organizations whose activities and outputs are linked in multilateral ways that cannot 
be reduced to the sum of bilateral connections between ecosystem participants, but 
show dependencies running across many participants and along several dimensions
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[12]. Studies tend to concur that ecosystems are not hierarchically managed, but few 
have specifically looked at the rules governing membership and relationships [28]. 
Participants are linked together by several resource or product/service dependencies 
that confer to them distinct advantages that would have otherwise not emerged [12]. 
Ecosystem actors can’t be seen in isolation, instead all of them need to actively 
interact and collaborate with each other to create knowledge and innovate [14, 29]. 

The continuous interaction between players and the exchange of strategic data 
which can achieve uniqueness when merged and analyzed in combination, can lead 
the ecosystem to an absolute advantage that have the possibility to shape the future 
designs of the ecosystem in these sectors, thus capable to drive the market from then 
on [30]. In complex networks, actors interact and collaborate with each other to find, 
archive, publish, consume, or reuse data as well as to foster innovation, create value, 
and support new businesses with the aim to create added value for all the actors 
involved in the flow [31]. Thus, to guarantee the interconnection of different actors 
given by data exchange, the ecosystem needs to develop various roles with different 
functions [32]. Researchers define a role as a function performed by an actor within 
the ecosystem [31]. In some ecosystem we can identify the existence of a central role 
(“keystone” actor) which can be responsible for the real success of the ecosystem, 
which is embodied by the firm that has been able to reap the wave of innovations 
and that will shape the design of the market from then on [33]. The emergence of a 
dominant design, in fact, is a very important moment, significantly affecting firms’ 
strategies and performances. That’s why it is so important that an organization is able 
to shape the technological trajectory succeeding over the other players [34, 35]. It 
seems appropriate to highlight a common characteristic between ecosystems, known 
as “co-evolution”, which is crucial in the phase of ecosystem formation because 
the players that have decided to combine data to create valuable knowledge, start a 
process of growth that is reciprocally shaped [12, 36]. When a standard of exchange 
has been created thanks to joint decisions, players set up a process of continuous, 
interdependent development that led to cooperative and competitive relationships 
simultaneously in the ecosystem—also known as coopetition [37]. 

With consciousness about the different types of configurations between compa-
nies, Subramaniam et al. [38] have suggested a strategic option in order to leverage 
new opportunities from digital ecosystem, which are “Digital Hybrids”. They are in 
the middle between consumption and production ecosystem, thus reaping the advan-
tage of customization of service offering and the positive network effects though 
interactions among complementary entities. In the automotive sector firms are begin-
ning to unlock new value from cars’ product-in-use information as predictive main-
tenance services, voice-activated technology or the equipment of parking lots with 
sensor [38]. 

Ecosystems have different layers depending on the interconnections and the 
strategic role that each participant possess; thus, actors develop a multitude of links 
which go far beyond the bi-lateral one of traditional firms. As reported in Fig. 2, the  
ecosystems modelled by Cavanillas et al. [10], is represented by:
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Fig. 2 The micro, meso, and 
macro levels of a big data 
ecosystem [20]

. Big Data Ecosystem: the macro level, able to exogenously shape the context. 
It is composed by: regulators for data privacy and legal issues; standardization 
bodies which define technological standards (both official and de facto); investors, 
venture capitalists, and incubators; researchers who investigate new algorithms, 
technologies, methodologies, and business models.

. Extended Value Chain is the middle level of the network, with the potential of 
change market dynamics thanks to the availability of data. Actors included in this 
level are: (i) data providers: people or organizations that create, collect, aggregate, 
and transform data from both public and private sources; (ii) technology providers: 
typically organizations that provide tools, platforms, services, and know-how for 
data management; (iii) data end users: people or organizations from different 
industries that leverage on big data technologies; (iv) data marketplace: people or 
organizations that host data from publishers and sell them to end users; (v) start-
ups and entrepreneurs that develop innovative data-driven technologies, products, 
and services.

. Core Value Chain: the fulcrum of the ecosystem is the interconnections between 
the direct data supplier and the data value distribution channels which give value 
to the data, deciding on business implications. 

The focus of this paper relies in the micro level, i.e. the two players that generate 
the first and more important interaction: the supplier of data and the data distributor. 
Their expectations are to succeed in the collection, development and supply of data, to 
be able to sell them globally, making the technology be known worldwide. This level 
represents the “heart” of the entire process, requiring the two players the development 
of appropriate technical skills. Players usually show deep understanding of large-
scale analytical data and good knowledge in statistics and machine learning, which 
is crucial to make data valuable.
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3 Method  

3.1 Empirical Context: Dronus and Its Surrounding 
Ecosystem 

Big data ecosystem is composed by multiple levels, that can be differently important 
depending on the focus we are looking for. In the present work, we focus our attention 
on one specific link of the value chain, composed by the relationship of Dronus and 
Here. Dronus is an Italian start-up specialized in the production of highly precise 
drones used in professional applications which is developing innovative solutions 
for the charging of drones and their possibility of flying for wide distances with 
a network of distributed nests. Moreover, Dronus is fostering the precision in the 
photogrammetry and in the construction of highly precise Digital Surface Model 
(DSM) and Digital Terrain Model (DTM) for multiple commercial purposes (i.e. 
security, agriculture, automotive). Here is a multinational firm, leader in the naviga-
tion sector. Here innovating efforts aims at building a highly precise map that can 
be used for the implementation of the autonomous vehicle software insert in car’s 
system. 

In our case, there is a strategic reciprocal importance of Dronus, firm specialized in 
the production of highly precise drones used in professional applications, and Here, 
specialized in the production of navigation systems. Dronus, is responsible of the 
generation of data, acquired throughout the use of drones and transferred to Here to 
be sized and cleaned to generate a cloud of points that will constitute a highly precise 
picture (photogrammetry) of the territory for automotive application. As these two 
players interact together (Micro Level), other actors, in bigger layers (Marco Level) 
enter in the fields and shows interest in this connection. 

The results of this collaboration will change the landscape of the automotive 
sector that we currently know, allowing Here to collect enough data needed to build 
an integrated map at high definition (42 Megapixel) of almost all the cities in the 
world, for the new frontier of the automotive world: the autonomous driving. In fact, 
in the past, data were collected with GPS and airplanes, signifying that the precision 
was sacrificed and that the update of the maps was missing. 

The big challenge that Here needs to address will be, thanks to the partnership 
with Dronus, to arrange flights that are on-demand and real time. These surveys 
will be executed by Dronus, that will become a strategic partner in the collection 
of data for the implementation of this innovative, potentially worldwide, project. 
Dronus and Here aim is to reduce the costs associated with airplane flights thanks 
to the possibility of a lower-altitude flight, on demand, which can fly over urban 
areas and therefore certified, which has higher definition cameras than GPS with 
fixed points geo-localized. To reduce costs and have highly precise images thanks 
to Here recognition systems and Artificial Intelligence, it will make two advances: 
(i) modify and improve its content; (ii) recognize some details that neither from the 
satellite nor with specialized machines Here have been able to obtain (e.g., improve 
the presence of pedestrian crossings or identify holes on the roads) since with the
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drone it is possible to obtain a weekly or monthly update, on demand and in real 
time. 

Dronus and Here have the potentiality to shape the technological trajectory of 
the future in multiple sectors being the first movers on this type of experimentation, 
having even reached strategic agreements with the National and International legis-
lation entities. The interactions between the two players will be explained analyzing 
the process that allowed them to perform an experimental flight over Biella (Italy), 
the target city, to collect data that will be used by Here to build a highly precise map. 
Such map will be the starting point for implementing a radically improved version 
of the autonomous driving software insert in car’s system. 

3.2 Data Collection 

We collected data though multiple sources, that can be divided in semi-structured 
interviews with firm’s representatives and direct observation. We started from the 
collection of secondary data to structure an interview protocol that has been used for 
conducting personal interviews. The advantage of personal interviews is that they 
deal with personal and direct contact between the interviewer and the interviewee, 
thus eliminating the no-answer probability. Moreover, the structure of a protocol 
allows us to develop a good flow and pattern of data and information eliminating 
misalignments and deviation from the pre-specified research aims and targets. All the 
interviews focused on the DVC in the market of drones and automotive, on the Big 
Data Ecosystem, on the expectation of the players involved, problems and issues that 
firms have encountered in the various stage of the process. The aim of the interviews 
has been to clearly identify opinions, real life applications and enlighten explanations 
on Dronus/Here ecosystem formation in order to identify major roadblocks to be 
further analyzed and expanded deep inside. All the collected data has been analyzed 
individually and then discussed together to be structured in an organic way. All the 
interviews have been recorded. The analysis aimed at identifying the main bottlenecks 
encountered in the process. A list of interviews is reported in Table 1.

We have collected data using a semi-structured questionnaire, which has been used 
as a guideline for the researcher and interviewer. An interview protocol (reported 
in Appendix) has been prepared in order to smooth and facilitate the trend of the 
speeches and leaving space to further develop subject born in the conversation which 
weren’t in the programmed list and lineup. 

Meetings with the company’s representatives were held during the 1st semester 
of 2021. In this way, the interviewer has had the possibility to fully shape its ideas in 
order to ask the right questions to the right person. In fact, being a very specific and 
untouched sector, it has been crucial to identify precise vertical competences within 
employees so to reap their entire cultural baggage. 

Thanks to a multitude of time, with data extrapolation and concepts enrichment has 
been possible the realization of a really deep understanding of the subjects declared 
by our interviewees.
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Table 1 List of interviews 

# Interviewee Role Firm Day Lenght 

1 Giulio Segurini Co-Founder Business 
Development AeroSpace 
Engineering 

Dronus 16/02/2021 
10/03/2021 
15/04/2021 

3 h  
2 h  
1 h  

2 Alessandro Zullo Practice Director/Senior 
Account Executive 

Here 15/03/2021 3 h  

3 Marco Ballerini Dronus CEO—Head of 
R&D Founder 

Dronus 10/03/2021 30 min 

4 Stefano Pettini Location Platform/Big 
Data Architect 

Here 20/03/2021 30 min 

5 Michele Feroli CEO SiraLab Co-Founder Dronus 01/04/2021 30 min 

6 Laura Minore Senior Local Data 
Intelligence Analyst 

Here 10/04/2021 45 min 

7 Riccardo Benedetti Dronus Director Head of 
Program Co-Founder 

Dronus 12/03/2021 30 min 

8 Simone 
Menicucci 

Certification Manager Dronus 05/03/2021 1 h

3.3 Data Analysis 

Content analysis was used to analyze and examine data that has been gathered from 
personal interviews. Data have been categorized in themes and sub-themes in order 
to make them comparable. The main advantage of this methodology of analysis is 
that data collected are simplified and cleaned in order to be effectively managed by 
actors and employees that need them and in order to give to qualitative data structure 
in a way that satisfy the objectives of the research. 

However, the possibility of human error is highly probable given the fact that 
researchers can interpret data in different ways based on past experience, culture and 
internal/contextual biases. 

Moreover, employees and representatives have been fully informed regarding the 
objectives of the research and they were granted the confidentiality and academic-
only purpose of the information, thus creating a climate of comfort and mutual 
esteem. 

4 Results and Discussion 

This paper investigates the initial activities of a newborn ecosystem, i.e. the naviga-
tion system, and its relations within the DVC. The aim of this paper is to explore, 
focusing on the relationship between two actors, the ecosystem in its initial phase and 
to identify challenges and criticalities emerged during the first phases of its creation.
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In all ecosystem formation, numerous challenges need to be faced by the key 
players, which have to decide and define common standards on which to align on 
in order to act independently in the daily business. In the formation of Dronus/Here 
relationship, the two firms worked hard to find the best way to exchange data and to 
reach shared interaction procedure, aimed at minimizing problems and bottlenecks 
during the process. Yet, they experienced numerous challenges. We grouped them 
in the following three categories: (i) data integration; (ii) accessibility; (iii) data 
architectures; (iv) standard business rules. 

The biggest problem encountered by Dronus and Here is the definition of an 
aligned format for data sharing, i.e. data integration. To be more precise, the 
complexity of data integration and their interoperability, provide a scenario where 
multiple levels of data storage and integration are needed to be able to structure a 
single data entity. Dronus and Here understand the importance of managing their 
data effectively but struggled with the step involved in structuring, transforming and 
maintaining access to valid and reliable information. Thus, data integration activ-
ities required additional effort and time to work. Another challenge is represented 
by the need of integrating disparate data sources into a centralized database that 
can be accessed by all the employees of Here and Dronus. To solve this issue, 
the firms created a platform containing all the shared data. The platform database is 
composed by data of high-level precision that constitute the photogrammetrical tables 
georeferenced. The tables will permit to implement Digital Surface Model (DSM), 
Digital Terrain Model (DTM) and Building Information (BI) models needed by the 
autonomous vehicle to perform defined framework. Integrating data from a source 
system to another database requires Application Programming Interfaces (APIs) in 
a format that the system can read. So, if Dronus and Here don’t have expertise 
in specific solution to be used, they may have to develop workarounds to get data 
passing correctly on the flow. To be more precise, APIs are security system which are 
connected to internal and external environment. This permits to Dronus and Here to 
determine and agree on the destination points of the data. APIs serve as data connector 
and guarantee that data move in secure way and give to their owner control on who 
is allowed to access them. For instance, if Here need to update its application with 
fresh data, automatically the software will “ask” information to Dronus database 
and data will be transferred to the end-user thanks to APIs authority. The final goal 
of data integration is to understand the outcome, i.e. what firms want to achieve. 
An intelligence solution needs a platform that can support real-time/right-time data 
streaming where algorithms will be applied guaranteeing uploading and storage of 
data in an effective way. 

The second element is represented by “accessibility”. Collect source data on a 
regular basis and in an effectively manner is a challenging task. Being sure that the 
complexities required for data integration won’t invalidate the idea of open source 
is the center of the accessibility defiance. To make the source code accessible for 
everyone into a secure network, firms need to identify clearly what are the data that 
can be easily shared and the one that need to be retained in the firm. Firms must 
prefer to keep internally data that can be a source of distinctive advantage and know-
how. Moreover, it will be difficult to fly over cities with high frequency to allow
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the software to be updated in “real time”. Indeed, the increase of storage capacity 
makes hard to measure realistically the dependency of efficient integrations with 
the big calculation effort. More data are processed and storage, more organizations 
require a “piecemeal” approach, wherein they examine the data points individually 
and evaluate their value in the integration strategy. 

The third problem faced by the firms related to “data architectures”, that is a direct 
consequence of the size and maturity of the players. Players with big size and old 
establishments tend to be more hierarchical, schematics and with standard business 
rules, meanwhile players which are slender tend to be more fluid and blur. Data 
architectures refers to the overarching system used to ingest and process enormous 
amount of data that can be analyzed for business purpose. Data architectures are 
developed to deal with batch processing of data sources, real-time processing of 
data, predictive analysis and machine learning. Big challenges deriving from the 
orchestration of big data are related to: (i) data quality, that means that Dronus and 
Here need to ensure that data formats match and that they don’t have duplicate 
problems, (ii) scaling, because the larger the volume, the more difficulty in handling 
them increases, so if they haven’t designed in advance a solid standard business 
architecture, they can quickly run into problems, (iii) security, considering that there is 
a huge volume of sensitive information that are shared in their big data, cybercriminal 
could mine the flow of data. 

The last challenge is constituted by “standard business rules”. Identification of 
business rules across business units and make sure that accurate versions of the 
correct standard apply to each, so that everyone is aligned on corporate culture. A 
deep understanding of responsibilities and tasks can help the process of exchange, 
making the flow smoother and more fluid. In fact, although the employees in the 
firms understand the value their data can bring, once they are analyzed, many still 
struggle with effective solution and general efficiencies based on a conduit between 
Dronus source data and Here target database. 

Table 2 reports some excerpts from the interviews, Fig. 3 reports a graphical 
representation of the challenges.

5 Conclusion 

Firms are increasingly utilizing drone-acquired data in their business operations to 
accelerate their service delivery and to expand the universe of possible applications 
[5]. 

To obtain full advantage of the huge quantity of data produced, firms are delving 
into the technological field of big data. However, big data need to be processed to 
gain strategic validation; to do so, they are often included in a Data Value Chain 
(DVC) [7]. A value chain is composed by a series of subsystems each with inputs, 
processes of transformation and outputs [8, 9].
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Table 2 Excerpt from the interviews 

Issues Quotes 

Data integration A problem that we face constantly when we exchange data regards the 
integration of different streams and flow into a common and shared 
Data warehouse. It affects all the dimensions of data, starting from the 
format to the volume, to the meaning we attribute to it 

Accessibility We are open firms that believe in progress and future. We want to make 
everyone participate to the internal dynamic but is delicate to define 
what are the data boundaries needed for each role. The aim of our 
ecosystem is to be able to create an integrated micro-world in which 
data are shared real-time and on-demand with a continuous flow 

Data architecture Data Architecture is a big challenge for technological companies. In 
our past, we had been thorough many difficulties due to incompatibility 
of data quality, scale and different layers of security. All the players 
toward we are opening our boundaries need to share our “philosophy” 
of business, or at least they must be firmly clear in showing us their 
business rules and habits. We are a transparent and blur company, and 
we want to establish a network that reflects our inner characteristics, 
but it will pose us a multitude of obstacles during the path 

Standard business rules We want to create a lean data value chain and we are stressing on 
training and coaching in order to clearly make our employees 
understand what their roles and responsibilities are. In unstructured 
process, effectiveness is reached when every gusset of the chain has 
understood what the rules are. Only in this way the flow can become 
smooth and efficient 

Fig. 3 A graphical 
representation of data 
ecosystems formation 
challenges

Data Ecosystem 
formation 

Technical 
Challenges 

Data Integration 

Accessibility 

Data Architecture 

Managerial 
Challenges 

Standard 
Business Rules 

The approach of Data Value Chain allows to describe the path of data from their 
collection to analysis, and to deeply understand the final impact on strategic deci-
sions. The diffusion of software and connectivity allowed firms to better design their 
environment shifting from an isolated world to a structure in which interconnec-
tion play the most important role thanks to mutual dependence. This phenomenon 
has been studied and described troughs the lens of the ecosystem’s literature, which 
show it as a network of organizations linked in multilateral ways and along several 
dimensions.
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We analyzed the activities implemented by the two players in the process of 
ecosystem formation in order to identify criticalities born in the first stages of its 
creation. We discovered that in the initial phase of Dronus/Here relationship, they 
have focused deeply on succeeding in the exchange of data to constitute a shared 
and interconnected process with the aim of minimizing bottlenecks in each step of 
the chain. Then we have explored the core ecosystem in order to find the proper 
challenges that the two firms have faced to find standard procedures interfaced to 
exchange consistent and modular data. 

The research presented in this work has presented the problems encountered by 
Dronus and Here in building their own DVC. Data have been collected through the 
analysis of the interviews with the firm’s representatives. The main challenges which 
have been extrapolated and that need to be handled, are: (i) Data Integration, (ii) 
Accessibility (iii) Data Architecture and (iv) Standard Business Rules. We consider 
that is crucial to fully know the difficulties encountered in the ecosystem formation 
in order to be prepared and to design a data architecture which transposes it and that 
is firm enough to overtake them. 

Successful big data integration, accessibility and standard business rules will 
allow firms in data-intense sectors, to be completely efficient in the exchange of 
information and to become more and more flexible and agile. 

DVC and Ecosystem provide exciting possibility for the future in the drone 
industry as well as for a multitude of other sectors. The field is still very row and 
untouched, thus giving the possibility to researchers to develop multiple theories and 
discoveries. In fact, the literature has just stretched the potential of this innovative 
process and drone’s organization external design. We give though this research a 
very new and illuminating perspective on how to deal with the exchange of data and 
on what kind of problem can be encountered in the formation of a new business 
relationship data-based in order to make companies ready to be responsive to bottle-
necks to speed up procedures. Companies, thanks to our contribution, can anticipate 
criticalities, knowing how they are formed, and can reap the full advantage of a fluid 
process of data, being ahead of competition. 

With the increasing need for integrated and shared data sets and infrastructures to 
support DVC, we expect their impact on organizations performances to increase. As 
data quality and interconnection become a significant issue in data management, we 
hope this work offers a guideline for practitioners when investigating developments 
of data-driven ecosystem. 

The constrained existing knowledge available make the subject both innovative in 
terms of possible applications and limited by the absence of conspicuous literature 
making more challenging the modality of retrieval of information and the channeling 
towards a correct and well-founded interpretation. 

Yet firms are increasingly interconnecting and utilizing drone acquire-data in 
their business operations whit the aim of speed up processes making the future of 
ecosystem of drone organizations decidedly bright.
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Appendix 

Interview Protocol 

1. What do you think are the main advantage and disadvantage of Ecosystem 
formation? 

2. What encouraged you to enter in contact with Dronus/Here? 
3. What do you think will be the output of your interconnection? 
4. What will be the evolution of automotive sector and drones? What are your 

expectations for the future? 
5. What do you think will be the main roadblocks encountered during the exchange 

of data? 
6. Is there any kind of platform or digital standardization adopted in order to 

facilitate and smooth the process of exchange? 
7. In your view, what are the improvement that your company can put in place in 

order to increase efficiency? 
8. Ecosystem standards can give you help in shaping the methodology of inter-

facing, do you think there are other measure you can adopt internally in order 
to open the company toward a more blur structure? 

9. What is your relationship with Dronus/Here in terms of formalization, bureau-
cracy and in depth comprehension? 

10. What is, in your opinion, the most innovative way in the field of drones to 
construct photogrammetrical model? 
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Towards an Understanding 
of the Platform Phenomenon: 
An Agent-Based Simulation Approach 

Marius Schmid 

Abstract Despite the omnipresence of platforms and the breadth of related research, 
predicting the outcomes of platforms remains challenging. To reach a critical mass of 
complementary partners innovating on their platform, platform owners must foster 
both generativity and profitability on their platform. The conditions under which 
these objectives may be achieved have yet to be delineated, however. The study at 
hand theorizes that the impact of platforms’ promised capabilities is delineated by the 
conditions in the competitive environment. Through simulation, explicitly designed 
to understand system-level behavior, this theorization can be tested. The developed 
agent-based simulation model captures a platform within its surrounding business 
ecosystem. It accounts for platforms’ value proposition to lower search costs and 
resource costs associated with innovation, as well as related governance decisions 
faced by platform owners. Importantly, conditions in the competitive environment, 
namely environmental complexity, may also be adjusted for experimental testing. 
The simulation model thereby enables a flexible investigation of platform governance 
decisions and broader environmental conditions. Experimentation results reveal plat-
forms as ineffective at fostering generativity and profitability in low complexity envi-
ronments, implying platforms to not be uniformly promising or disruptive in all kinds 
of competitive environments. Thus, this study’s main contribution is an agent-based 
simulation model to help understand and predict outcomes of platforms as complex 
phenomena. 

Keywords Platforms · Agent-based simulation · Complex adaptive systems 

1 Introduction 

Platforms are becoming increasingly relevant across industries, irrespective of size 
and domain [1]. Whereas newly established firms like AirBnB or Kickstarter are 
platform-native, several more traditional companies launch platforms and convert
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their current businesses into platform ecosystems [2]. Examples of this include 
General Electric [2], SAP [3, 4], and Salesforce [5]. Naturally, such transitions in 
organizing logic bring along several challenges. 

Managing a platform ecosystem requires the orchestration of a network of comple-
mentary third-party innovation to integrate functionalities on the platform and to 
co-create value with customers who source their services on the platform [6]. The 
crucial factor for the sustained success of orchestrating a platform ecosystem is the 
network effect in reaching a critical mass of complementary platform partners to 
foster innovation [6, 7]. Platform ecosystems can be attractive not only for platform 
partners owing to access to new markets and higher profits, but also for customers 
due to the access to a wide range of innovative solutions. Platform ecosystems must 
thus address the need for both creation and capture of additional value [8]. In turn, 
platform owners must orchestrate value creation and value capture in a way that is 
attractive to both customers and partners. 

This orchestration entails several decisive governance decisions. Platform owners 
must define aspects like revenue sharing arrangements [8], and the level of invest-
ments in platform-related capabilities like recommender systems [9], or modularity 
[10], for example. Search costs [11] and resource costs [12] associated with the 
process of innovation may be decreased depending on the level of such investments. 
Platform owners may also decide to enter the market of their own platform and thus 
directly compete with platform partners [13]. Here, research disagrees on whether 
complementary innovation is positively or negatively impacted [13]. Similarly, there 
are conflicting findings on whether a higher number of partners is beneficial or detri-
mental to platforms [10, 14, 15]. Thus, despite the critical role of network effects for 
the platform logic [16–18], it is not entirely clear how to optimize them. Ultimately 
predicting the success or failure of a platform is thereby still challenging [1]. Funda-
mentally, we lack insights into the conditions under which platforms are particularly 
advantageous [19] and when additional investments in platforms stop paying off [3]. 
This study theorizes that the impact of platforms’ promised ability to decrease firms’ 
search costs and resources costs varies in different competitive environments and for 
different designs of governance mechanisms. 

To enable this theorization, simulation is leveraged as a research method that 
allows to generate large amounts of data and conduct what-if analyses for various 
scenarios [20]. Thus, this study presents an extendible agent-based simulation model 
of a platform and its surrounding business ecosystem. By characterizing platforms 
and the broader business ecosystems as complex adaptive systems [21], the simula-
tion model aims to help illustrate and explain the underlying system-level behavior. 
It enables the testing of governance decisions faced by platform owners, as well 
as the environmental conditions that apply in the surrounding business ecosystem. 
The impact of these varying conditions on relevant performance metrics can thus be 
tested extensively. Thereby, the simulation model allows platform researchers and 
managers to better understand platforms as complex phenomena and assists the latter 
in predicting outcomes of platform design decisions.
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2 Conceptual Foundation 

2.1 Digital Platforms as Enablers of Value Creation 
and Value Capture 

Being situated at the center and as the enabler of a platform ecosystem, a digital 
platform is crucial to the success of the corresponding platform ecosystem. From 
a sociotechnical perspective, platforms comprise both technical and organizational 
elements [1, 22]. It is the technological core, typically provided by the platform 
owner, that can be extended by autonomous and self-organized third parties (plat-
form partners) to jointly create value in the form of innovations for customers [6, 7, 
10, 23]. Apple and Google provide the mobile operation systems of their respective 
iOS and Android platforms that may be extended to develop apps for customers, for 
example. Similarly, SAP provides fundamental technologies, data, and processes to 
enable complementary innovation on its Business Technology Platform. The digital 
platform thus serves as the basis of a platform ecosystem that comprises comple-
mentary platform partners whose resources are bundled to create value in the form 
of innovative solutions to solve customers’ problems. The main platform actors are 
the platform owner, complementary partners, and customers [24]. 

Within platform literature, there is a common understanding that sufficient value 
creation is a prerequisite for the success of the entire ecosystem [6, 23]. Enabling 
the joint value creation among platform partners represents a platform’s generativity 
[25], which is the “overall capacity to produce unprompted change driven by large, 
varied, and uncoordinated audiences” [26, p. 1980]. Put simply, the demand for a 
given platform increases with the availability and quality of available complements 
[17]. Thus, a platform’s generativity for value creation and innovation, to offer a 
wide range of solutions to platform customers, is vital for platform success. 

Next to, and as important as, value creation is the appropriation (capture) of 
the created value [8, 27] that sustains an economic benefit from innovation [28]. 
Platform partners, as third-party innovators, must perceive the participation in the 
platform ecosystem as beneficial to join and integrate their resources, and remain 
on the platform over time. If partners cannot appropriate sufficient value from the 
platform, they will feel free to conduct business off-platform or offer their resources 
on rival platforms. Similarly, the platform owner must derive an economic benefit 
from orchestrating the platform ecosystem. Platform owners must invest significantly 
and these investments should pay off in terms of value capture [3]. Platform owners 
ideally want to maximize value appropriation without limiting generativity as the 
underlying mechanism of value creation [23]. Thus, both value creation and value 
capture play central roles for the success of platforms.



222 M. Schmid

2.2 Platform Governance 

Governing a platform and its surrounding ecosystem is therefore a challenging task 
[29, 30]. As an orchestrator of the platform ecosystem, the platform owner typically 
has a variety of governance mechanisms it can apply to govern the platform and its 
participants [23, 30, 31]. Platform owners may decide to employ a greater degree 
of openness of their platform to external innovation, for example [32]. This may 
increase the diversity of contributed innovations [33] but also may yield a loss of 
control over the content provided that may result in a lower quality of offerings 
[16]. Platform owners typically employ boundary resources, i.e., software tools and 
regulations, to steer generated innovations [7] and may adjust their policies over time. 
Although realizing network effects is a fundamental aspect of platforms [16, 17], it 
is not clear to which extent an increased number of partners is beneficial. Research 
suggests both positive attention spillover effects [34], as well as negative crowding 
effects [14] as a result of an increased number of partners operating on a platform. 
Platform governance is thus also impeded by the fact that desired outcomes are not 
entirely clear. 

Another central task for platform owners is deciding how to distribute the gener-
ated revenue and thereby setting a framework for value capture on the platform [8]. 
Platform owners will typically define a revenue sharing arrangement for transactions 
on their platform [8, 35], as Apple does on the App Store (30%) or Salesforce does on 
its AppExchange (15%), for example. The empirical example of SAP suggests that 
defining the revenue sharing arrangement may be adapted over time. On its recently 
launched Business Technology Platform (BTP), SAP merges existing platform offer-
ings and offers only a single revenue sharing arrangement [36]. Platform governance 
thus entails decisions that may have to be revoked or adapted over time. 

2.3 The Role of Search Costs and Resource Costs 

Platform literature thus presents contradictory findings on the implications of plat-
form governance decisions. Similarly, empirical examples suggest platform owners 
continuously adjust their governance mechanisms. Understanding why platforms 
succeed may thus require expanding the scope to the greater context in which plat-
forms are situated. In broader innovation ecosystems [37], firms have alternatives 
to organizing around a platform and may decide to interact without the aid of a 
platform. Following the resource-based view of the firm, resources are assumed to 
be valuable, rare, and not perfectly imitable or substitutable [38]. Furthermore, it is 
generally understood that not all firms are endowed with all resources [39]. In busi-
ness ecosystems, innovation is typically distributed within a network of upstream 
and downstream firms [37], searching for and integrating each other’s resources. 

Search, as a process in itself, is hence an integral part of value creation and 
innovation that comes at a certain cost [11]. This is where digital platforms and
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platform ecosystems can contribute in effectively facilitating and optimizing solution 
and resource matching through their search matching function. Search matching 
capabilities, in the form of two-sided recommender systems, have been found to 
improve the performance of platform agents [9]. More specifically, they aid in taming 
the complex search matching in platform ecosystem settings [9]. Thus, investing in 
search matching capabilities can reduce the search costs of both platform partners 
and customers. Such a capability incentivizes both platform partners and customers 
to conduct their business on the platform, as opposed to alternative organizing logics, 
and thereby affects the sustained success of a platform ecosystem. 

Similar to the search process, creating and maintaining resources is also associ-
ated with a relevant cost [12]. Here, the level of modularity has direct implications 
[10]. If a platform offers a high degree of modularity, resources can be decomposed 
and recombined to a greater degree, yielding a higher reusability of resources [10]. 
In effect, this decoupling of resources through investments in a modular architecture 
enables a higher flexibility in generating outputs on a platform, stimulating genera-
tivity and leveraging economies of scale [10]. It is precisely the decrease in resource 
costs through such reusability that is an inherent part of the value proposition of 
platforms in general. Even though platforms can evidently lower both search costs 
and resource costs, joining a platform is a decision associated with risk for potential 
partners. Partners that consider joining the platform effectively weigh the benefits 
of reduced search costs and resource costs against the risks such as not getting paid 
sufficiently, for example. 

The sustained success of a platform ecosystem is thus contingent on how much 
the platform owner invests in search matching and modularity to reduce search costs 
and resource costs for platform partners and customers. Further, the platform owner 
can employ revenue sharing as a governance lever to increase the attractiveness of 
conducting business on the platform for partners, but also adjust the own profitability. 
Accounting for such factors is vital to understand the fundamental logic of platforms 
and ultimately why they may fail or succeed. Nevertheless, there are also aspects 
outside of the control of the platform owner. This study therefore opts for considering 
the conditions in the surrounding competitive environment, i.e., the broader innova-
tion ecosystem, as well. The aim is to investigate the effect of platform governance 
decisions in different competitive environments and thereby delineate the conditions 
under which platforms are particularly promising. 

To understand both internal platform factors and external factors in the 
surrounding environment, the complex adaptive systems (CAS) view is applied as 
a starting point. Recent studies in platform literature have drawn on CAS theory 
to characterize and analyze platforms as CAS [9], or investigate how a product 
platform transitioned into a platform ecosystem [40]. Thus, CAS theory is evidently 
suitable to investigating platforms and existing approaches may be complemented by 
adopting a system-level view that incorporates the surrounding business ecosystem, 
as elaborated in the subsequent section.
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3 Research Method 

3.1 Simulation-Based Research 

A research method that lends itself well to understanding system behavior, particu-
larly in the context of complex adaptive systems, is simulation [41, 42]. Simulation-
based research is established across various fields and has made significant contribu-
tions particularly to disciplines like the natural sciences [41, 43]. It is commonly 
defined as “a method for using computer software to model the operation of 
real-world processes, systems, or events” [44, p. 481]. In effect, a simulation is 
a simplified, computational representation of a world and its central underlying 
constructs [44]. Thus, through simulation, researchers create an abstraction of a given 
phenomenon of interest and translate it into software for experimentation. Impor-
tantly, this allows for investigating individual aspects or constructs of a phenomenon 
in isolation and generating large amounts of artificial data for analysis, which may be 
difficult or infeasible in empirical contexts [43]. Although the application of simu-
lation techniques in the field of information systems (IS) is not as widespread as 
in other fields, recent studies highlight its potential for IS research [41, 43]. Agent-
based simulation, as one of the most common simulation techniques, is deemed 
particularly suitable for analyzing complex systems with emergent properties and 
nonlinear behavior [44, 45]. Thus, this study sets out to develop an agent-based 
simulation model of the complex system under investigation. The model develop-
ment process leans on common simulation guidelines [46] and existing models [45, 
47]. More precisely, the development process consists of the conceptual development, 
operational simulation development and validation, and conducting experiments and 
analysis [45]. 

3.2 Conceptual Model Design 

The conceptual model creates the basis for any computational operationalization 
[45, 46]. The basic setting at hand is a business ecosystem of partners and customers, 
within which a digital platform is situated. As discussed, the platform owner typi-
cally provides this extendible technological core [6, 48]. Partners and customers may 
decide to conduct business and source their required services on- or off-platform, 
depending on which option they perceive to be more beneficial (see solid arrow lines 
and dotted arrow lines in Fig. 1, respectively). For the innovating partners, this means 
resources for integration to develop new services may be sourced on-platform or off-
platform in the broader ecosystem (see solid arrow lines and dotted arrow lines 
in Fig. 1, respectively). To account for the investments into search matching and 
modularity as an effort by the platform owner to increase the platform’s attractive-
ness, levels of search costs and resource costs on the platform may vary. Similarly, the
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Fig. 1 Abstract model design 

revenue share obtained by the owner depends on the defined revenue sharing arrange-
ment. This basic conceptualization also leans on an existing agent-based simulation 
of a digital platform [9] that conceptualizes a multi-sided platform as a complex 
adaptive business system. The resulting setting is depicted in Fig. 1. 

Operationalizing this basic concept into a simulation model requires a more 
precise definition of the model components. From a CAS perspective, agents, 
interactions, and the environment are the critical elements in this regard [42]. 

Agents. Formally, agents may represent different entities, like individuals, groups 
of individuals, or entire organizations [42]. They are equipped with unique attributes 
and behavioral rules that define their operationalization [42, 45]. Based on the abstract 
model design, the simulation model contains the platform owner, partners, and 
customers as central agents, as well as combinable resources and resulting services. 
As a main attribute, customers are equipped with service requirements for which 
they search for matching services. This accounts for the fundamental premise that 
innovations are designed to meet customer demands [49], be it mobile applications 
or analytics services. Naturally, aside from meeting the requirements, services must 
also be affordable for customers. The services are in turn created by partners that 
combine and integrate resources [37, 39]. 

Similarly, the platform owner supplies an extendable core for complementary 
innovation [50], i.e., offers core resources as a basis for generating services on-
platform. Next to extendable resources, platform owners also make dedicated invest-
ments into search matching [9] and modularity [10] to lower search costs and resource
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costs on the platform, respectively. Owner, partners, and customers may all be char-
acterized as learning- and utility-based agents that choose to maximize their utility 
function [45, 51]. Customers search for services that they can afford, partners intend 
to make profits with their generated innovations, and the platform owner aims to 
orchestrate a platform that fosters both value creation and value capture. Resources 
and services on the other hand are reflex agents [45, 51] that are designed and used 
by other actors. 

Interactions. Importantly, these described agents also interact in different ways. 
Aside from the agents themselves, interactions in CAS generally comprise the 
connections or links between given agents and the flows of resources among them [42, 
45]. In other words, the premise for interaction among agents is being connected and 
exchanging something along this connection. In the described conceptual model, 
interactions are driven by innovation as a search process in the broader business 
ecosystem [52]. Whereas customers search for services that match their require-
ments, partners search for resources to integrate in order to meet customers’ require-
ments. Following established conceptions of search in other simulation contexts [37, 
53, 54], the basic search process is divided into local search and distant search. Thus, 
agents search both their immediate neighborhood (local search) and conduct long-
jumps beyond their immediate neighborhood (distant search) [37, 53, 54] that are 
associated with higher risk and may therefore be more costly [53]. 

Adopting this logic to the presented setting, both customers’ and partners’ search 
may thus be divided into local search and distant search. The immediate neigh-
borhood as a setting for local search is then the existing network of partners and 
customers, whilst conducting distant search means moving beyond this local network, 
i.e., searching the entire business ecosystem of actors. Searching the broader busi-
ness ecosystem also includes the possibility to search on-platform. Partners that 
innovate may thus also search for and integrate the resources offered on-platform, 
and customers may source services on-platform. These interactions may be facili-
tated through the mentioned investments by the platform owner. Thus, conceptually, 
partners and customers may also be connected to the platform owner through the 
platform. 

Environment. The medium in which these agents interact is considered the envi-
ronment [42, 45].  Based on Fig.  1, the surrounding business ecosystem conceptually 
presents the environment. However, the conditions in the competitive environment 
may vary and such variations must be accounted for. Thus, this study leans on existing 
simulation models [45, 47] to account for environmental complexity as a decisive 
factor for the conditions in the competitive environment. In effect, the competitive 
environment is shaped by the complexity of customer requirements. Innovation, that 
is ultimately designed to meet customer requirements [49], becomes increasingly 
challenging as the complexity of these requirements increases, especially when not 
all firms are endowed with all resources [39]. Therefore, the complexity of customer 
requirements requires an adaptation by the other agents in the business ecosystem, 
delineating the conditions in the surrounding competitive environment. With the 
conceptual model and its constituent components outlined, the focus turns towards 
the operationalization of the simulation model and experimentation.
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4 Operationalization and Experimentation 

4.1 Operational Model Logic 

In the conceptual model, partners combine and integrate their resources to form 
services as the basic process of innovation and can choose to do so on-platform or 
off-platform. Operationally, the approach from existing studies that use binary vectors 
of 0 s and 1 s [37, 47], as well as “?”s [45] is adopted. Ganco et al. [37] specifically 
model upstream and downstream firms mixing-and-matching their components, i.e., 
5-bit vectors of 0 s and 1 s to form a product. To account for resource features left open 
for improvisation [45], some features are represented by “?”s and may be improvised 
to become either a 1 or 0. For example, the resource [0110?] may be interpreted as 
[01101] or [01100]. In our digital platform context, the recombination of components 
is applied so that four resources as 5-bit vectors are combined and integrated to form 
services as 20-bit vectors. Thus, the resources [1101?], [1100?], [0010?], and [1010?] 
may be combined to form the service [11010110010010010101]. 

As the developed innovations must ultimately meet customers’ requirements [49], 
services must be tested for their fit to given requirements. Again, the operationaliza-
tion leans on existing models that capture opportunities as binary vectors of 0 s and 1 s 
that, if met, yield a random payoff [45, 47]. In our setting, opportunities for partners 
are equated to customers’ requirements. If partners meet a given requirement, they 
receive a payoff for the successful transaction. To enable a comparison of require-
ments and services, the former are also operationalized as 20-bit binary vectors of 
0 s and 1 s. Importantly, the complexity of customer requirements determines how 
many matches there must be between a service and a requirement for the service 
to match the requirement [45, 47]. Thus, resources are combined to form services 
and the resulting services are tested for their match with requirements, leaning on 
existing approaches [37, 45, 47]. 

4.2 Definition of Variables and Parameters 

The computational model is subsequently developed using the agent-based simu-
lation software NetLogo, a software designed particularly to model complex 
phenomena [55]. After the translation of the described conceptual model, several 
parameters can be defined and adjusted to test their impact on output variables of 
interest. Based on the conceptual foundation of platforms, value creation and value 
capture are vitally important. The modeling context allows making these factors 
concrete and measurable. The platforms’ value creation capacity, or generativity, 
may thus be measured in terms of the number of services generated on-platform. 
Similarly, value capture may be captured in the form of platform agents’ profitability 
by considering the revenues generated and costs incurred. Partners’ profitability on
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the platform may be of particular interest in delineating their decision to innovate on-
platform versus off-platform in the broader business ecosystem. Thus, profitability 
and generativity serve as suitable outcome variables. 

These outcome variables may be impacted by several factors. The discussed 
investments into search matching and investments into modularity can be concretized 
by lowering search costs and resource costs on-platform. This is operationalized 
as a cost reduction by a factor of 0.00–1.00, respectively. Similarly, the revenue 
sharing agreement between platform owner and partners may vary. In the simula-
tion model, the platform owner’s revenue share can thus be adjusted freely between 
0 and 100% per transaction. Lastly, the environmental complexity in the broader 
business ecosystem, induced by the complexity of customer requirements, may be 
varied between 0 and 20. In effect, simulation enables an investigation of all of these 
factors individually and jointly, allowing for a more nuanced analysis of the impact 
on the outcome variables of interest. How is generativity impacted when the plat-
form owner opts for a revenue share of 50%, compared to 25%? How effective are 
investments into search matching and modularity when the competitive environment 
is highly complex? Table 1 summarizes the discussed variables and variations as a 
basis for a first round of simulation experiments. Table 2 summarizes the remaining 
initialization parameter settings required for operationalization.

4.3 Experimentation 

The definition of the main variables lays the foundation for experimentation. In a 
first round of experiments, all discussed variables are varied simultaneously to test 
their impact on profitability and generativity. In total, the defined parameter ranges in 
Table 1 yield 2 × 3 × 3 × 21 = 378 unique parameter combinations that were tested 
25 each for a total of 25 × 378 = 9,450 simulation runs. Each simulation run in turn 
comprises 1,000 time steps. Figure 2 captures an excerpt of these results, displaying 
how varying levels of the platform owner’s revenue share impact profitability and 
generativity in low and high complexity environments. To this end, the platform 
owner’s revenue share (for every transaction within one simulation run) is varied 
across the entire range from 0–100% in increments of 5%. Complexity, varying 
from 0–20, is fixed at a level of 5 (low) and 15 (high). To account for the impact 
of investments into search matching and investments into modularity, both factors 
are fixed at medium levels (0.5) in the displayed results. This basic setup helps to 
understand whether the discussed investments are worthwhile in different kinds of 
environments.

Evidently, environmental complexity fundamentally impacts profitability and 
generativity outcomes on-platform. Generativity, i.e., the number of services created, 
is at or below 3 in low complexity environments, and profitability, i.e., value capture,
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Table 1 Experiment parameter settings 

Variable name Range Tested values Description 

Environmental 
complexity 

0–20 5; 15 More complex customer 
requirements are more 
challenging to meet, i.e., 
require more feature 
matches with a given 
service. Customer 
requirements thus 
delineate the complexity 
of partners’ competitive 
environment 

Investments into search 
matching 

0.00–1.00 0.00; 0.50; 1.00 Through dedicated 
investments into search 
matching, the platform 
owner may decrease 
search costs on the 
platform by a factor of 
0.00–1.00 

Investments into 
modularity 

0.00–1.00 0.00; 0.50; 1.00 Through dedicated 
investments into 
modularity, the platform 
owner may decrease 
search costs on the 
platform by a factor of 
0.00–1.00 

Owner’s revenue share 0–100% 0–100% in increments of 
5% 

The platform owner’s 
revenue share for 
transactions on-platform 
may vary 

Generativity N.A As a proxy for value 
creation, the simulation 
model tracks the number 
of unique services 
developed on-platform 

Profitability N.A As a proxy for value 
capture, the simulation 
model tracks partner 
firms’ generated revenues 
and incurred costs, as well 
as the resulting 
profitability

is accordingly low (aside from a few outliers).1 In high complexity environments, 
however, generativity is notably higher, reaching levels of 800 and beyond. Prof-
itability, though not sharing the same curve progression, is also significantly higher.

1 Individual services may be highly profitable. This may explain the few outliers displayed for 
profitability in a low complexity environment, despite low generativity levels. 
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Table 2 Initialization parameter settings 

Parameter Description Default value 

Time steps Each simulation run comprises a defined 
number of time steps 

1,000 

Number of customers The number of customers and partners in 
the entire business ecosystem must be 
defined initially 

1,000 

Number of partners 100 

Initial platform market share The model assumes the platform owner 
providing the technological core to be a 
significant player in the business 
ecosystem 

25% 

Resources per partner Each partner is equipped with a number 
of resources 

4 

Owner’s resources The platform owner provides a number 
of extendable core resources 

30 

Resource costs Resources are costly to produce and 
maintain and thus associated with a cost 

5–15 

Level of improvisation of resources Resources are assumed to leave some 
room for improvisation when combining 
them (i.e., a number of the 5 features is 
not fixed) 

1 

Requirement payoff Each met customer requirement is 
associated with a payoff 

μ = 110, 
σ2 = 10 

Requirement duration Customers’ requirements disappear after 
a number of time steps in the model 

μ = 20, 
σ2 = 5 

Service duration Services disappear after a number of 
time steps in the model without being 
requested by customers 

μ = 30, 
σ2 = 10 

Customer-partner links Customers and partners are assumed to 
have an existing local network. These 
links may also disappear after a number 
of time steps without interacting, i.e., 
local networks are not infinitely stable 

2 

Partner-partner links 1 

Life of links 100–150 

Search costs Search costs for resources and services 
may vary, particularly between local and 
distant search 

20–80 

Renewal of resources To account for continuous innovation, as 
well as the possibility to retire existing 
resources, after a number of ticks, 
partners renew and replace one of their 
resources 

100
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Fig. 2 Profitability and generativity in low and high complexity environments

Interestingly, generativity levels are still stable when the platform owner’s revenue 
share is increased to around 50%, where partners’ profitability is already signifi-
cantly decreasing. This may imply that although the value capture capacity for part-
ners decreases on-platform, this does not automatically decrease their value creation 
capacity. More broadly, these findings suggest investments into search matching and 
investments into modularity may not be feasible in low complexity environments. In 
high complexity environments, however, such investments may be promising, even
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when the platform owner’s revenue share increases beyond the discussed empirical 
examples of Apple (30%) and Salesforce (15%). 

Validation of these results and the model in general stems partially from building 
on existing models [45, 47]. In addition, results like partners’ profitability decreasing 
with an increasing platform owner’s revenue share or generativity levels maximizing 
around 15–35% whilst tapering off at the extremes are intuitive or in line with 
empirical examples. 

5 Discussion and Conclusion 

The aim of this study was to address some of the timely research gaps in platform 
literature, particularly contributing to the discussion on why platforms may fail or 
succeed and delineating the underlying conditions. Current research informs us that 
attracting a critical mass of complementary partners is critical to foster innovation 
[6, 7] and so platform owners must orchestrate their platform ecosystem accordingly. 
Related studies point out that an increased number of partners on a platform may also 
have negative impacts like competitive crowding, however [14]. Such contradictory 
findings suggest that there is a lack of understanding for the underlying mechanisms 
that impact the ultimate success of platforms. This study posits that the external 
environment plays a non-trivial role. Thus, an extendible agent-based simulation 
model is developed that enables the flexible testing of governance decisions and 
environmental conditions in the platform context to better understand why platforms 
may fail or succeed. 

The model itself builds on some of the fundamental premises of platforms, e.g., 
their ability to decrease participants’ search costs and resource costs associated with 
innovation. The study theorizes that the impact of decreased resource costs and 
search costs is delineated by platform owners’ governance decisions and the compet-
itive environment. Experimentation results indeed suggest that the complexity of the 
competitive environment significantly impacts relevant performance indicators of 
platforms. Investments into search matching, which have been found to improve 
performance in form of two-sided recommender systems [9], and investments into 
modularity, which are designed to increase flexibility [10], do not appear to fulfill 
the desired effect in low complexity environments. Similarly, as the platform owner 
requires a greater or lower revenue share for the transactions on the platform, part-
ners’ performance is clearly impacted. Thus, the developed simulation model helps 
to delineate under which conditions platforms are particularly advantageous and 
thereby also assist practitioners in predicting the feasibility of costly platform-related 
investments. 

In its current form, the model may be used to further investigate how value creation 
(in terms of the number of created services) and value capture (in terms of the prof-
itability levels of platform partners) are affected by governance decisions regarding 
the investments into search matching and modularity, and at different levels of envi-
ronmental complexity. In a first step, the parameter combinations may be extended
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to include values across the entire range of all main variables. This would serve 
as a basis for conducting regression analyses on the individual and joint impacts 
of these variables and thus enable an extension of the developed findings. It would 
also require further validation efforts, i.e., extending the testing of the initialization 
parameters outlined in Table 2. Additionally, to compare performance in the broader 
business ecosystem, generativity and profitability can be tracked off-platform to 
better understand the ecosystem-level dynamics. 

The model may also be extended in several ways. For one, to investigate compe-
tition between platforms, additional platforms may be modeled within the broader 
business ecosystem. This would allow for a deeper investigation of multihoming 
by platform partners under different environmental conditions, or the implications 
of different governance decisions for the performance of competing platforms, for 
example. In addition, the model could be extended by accounting for the explicit entry 
of a platform owner [13], through the acquisition of complementors or the integra-
tion of certain service offerings, for example. Again, the impact of such strategic 
decisions on crucial outcome variables like the overall generativity on the platform 
can thus be tested for different competitive environments. As platform evolution is 
a central topic in platform literature that needs further research [1], one may also 
investigate the impact of adapting these governance mechanisms over time by using 
the model to collect data throughout simulation runs, rather than at one point in time. 
In general, the model thus lends itself to several avenues of future research in the 
platform context. 
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Implementation of Platform Governance 
Mechanisms: Insights From a B2B 
Platform Ecosystem 

Nicola Staub 

Abstract Platform ecosystems are complex ecologies of firms with individual, 
sometimes conflicting, interests and goals. A platform owner as orchestrator of 
the ecosystem needs to constantly align the ecosystem actors’ individual inter-
ests towards common objectives. To achieve such alignment of interests, platform 
owners rely on a purposefully defined governance structure, which is implemented 
through a set of governance mechanisms. Despite a variety of mechanisms being 
discussed in the existing research, little is known about platform owners’ main activ-
ities to implement such mechanisms in their specific platform contexts, particularly 
in a B2B platform ecosystem context. To bridge this gap, we conduct an in-depth 
study of Salesforce, a thriving B2B platform ecosystem in the enterprise software 
industry. We find that the platform owner made significant resource investments to 
implement governance mechanisms based on innovative activities and we provide 
detailed empirical accounts on each of the main activities. Our findings indicate that 
governance mechanisms are implemented differently in B2B platform ecosystems 
compared to consumer-focused platform ecosystems, which should be examined in 
more detail by future research. 

Keywords Digital platform · Platform ecosystem · Platform governance 

1 Introduction 

Platform ecosystems are becoming the new organizing logic of many industries as 
illustrated by telecommunications (e.g., iOS, Android), video games (e.g., PlaySta-
tion, Xbox), and enterprise software (e.g., Salesforce, SAP) [1, 2]. In a platform 
ecosystem, a platform owner offers a digital platform as a software-based tech-
nological foundation upon which third-party complementors can produce comple-
mentary applications [3, 4]. Ultimately, customers derive certain values from the 
offerings jointly provided by the platform owner and the complementors. As each of
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these actors pursue their own, sometimes conflicting interests and goals, a platform 
owner, as the ecosystem’s orchestrator, needs to align the actors’ diverse interests 
toward achieving collective objectives [5]. Hence, managing a digital platform and 
the various actors in its ecosystem is a dynamic process that requires substantial 
resources [6, 7]. 

To allocate these resources in a structured way, platform owners rely on a purpose-
fully designed governance structure, enabling them to attract, coordinate, and control 
different groups of actors [7]. As complementors are generally not dependent on a 
single platform, platform owners need to incentivize complementors to provide their 
applications on the platform rather than directing them with command-and-control 
structures known from traditional organizations [7]. Such a governance structure is 
usually implemented through a portfolio of mechanisms [8–10]. 

A fragmented set of studies in existing platform research has discussed various 
governance mechanisms as enablers of effective design and management of digital 
platforms [e.g., 11–13], resulting in a growing body of implicit knowledge accumu-
lated from different platform types. However, scholars have recently asked for a more 
detailed view on the implementation of platform governance mechanisms to gain a 
deeper understanding of the specific activities available to platform owners to imple-
ment each mechanism [10, 14, 15]. Therefore, the existing body of knowledge needs 
a consolidated view to illustrate how the major mechanisms can be implemented in 
specific platform contexts. 

One important platform type that received considerably less attention in existing 
research is the B2B platform ecosystem. The implementation of governance mech-
anisms in the B2B context may differ from other contexts (e.g., consumer-focused 
platform ecosystems like Apple’s iOS or Google’s Android) due to several of the 
distinct characteristics of B2B platform ecosystems, which make the platform owner 
more dependent on complementors and customers [e.g., 16–18]. For example, the 
provision of highly complex products and services, which require diligent integration 
of resources from the ecosystem’s various actors. Therefore, as B2B incumbent firms 
from several industries (e.g., manufacturing, real estate, chemical) aim to transition 
into the platform economy [19], it is of value for both research and practice to obtain 
a coherent understanding of how governance mechanisms can be implemented in a 
B2B platform ecosystem context. 

To bridge this gap, this study aims to provide insights into B2B platform owners’ 
main activities to implement the major governance mechanisms which are discussed 
in the existing platform research. Therefore, we specify the following research ques-
tion: How are platform governance mechanisms implemented by platform owners in 
a B2B platform ecosystem context? To answer the research question, we conduct an 
in-depth study of Salesforce, a B2B platform ecosystem that has thrived consider-
ably over the last years. We find that Salesforce relies on several major proprietary 
developments and acquisitions to implement the major platform governance mech-
anisms and provide detailed empirical accounts of Salesforce’s activities to achieve 
this implementation. We further provide initial insights about how the implementa-
tion of these governance mechanisms might differ in B2B platform ecosystems as
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compared to consumer-focused platforms, which should be examined in more detail 
by future research. 

2 Research Background 

In this section, we present our conceptualization of platform ecosystems, the 
main discourses on platform governance, and the particularities of B2B platform 
ecosystems. 

2.1 Platform Ecosystems 

Platform ecosystems are complex ecologies of firms with individual and collective, 
intertwined interests [5]. Each platform ecosystem is marked by a central digital plat-
form that provides a software-based technological foundation upon which third-party 
actors can produce their complementary extensions [1, 3, 4]. Actors of a platform 
ecosystem include the platform owner (i.e., operator), complementors (e.g., devel-
opers), and customers. Even though the engaged actors pursue their own, sometimes 
conflicting, interests and goals, they have a common interest in the survival and pros-
perity of the platform for materializing and selling their own products and/or services 
[20]. 

2.2 Governance 

Governance in organizational contexts has been defined from different perspectives. 
From a corporate governance point of view, governance is defined as “providing the 
structure for determining organizational objectives and monitoring performance to 
ensure that objectives are attained” [9]. From an IT governance standpoint, gover-
nance refers to “specifying the decision rights and accountability framework to 
encourage desirable behavior in using IT” [9] in order to ensure that individual 
IT decisions are consistent with a firm’s strategic objectives [21]. Both these two 
perspectives illustrate the use of a set of mechanisms to encourage desirable behavior 
[9, 22]. Consequently, a mechanism can be conceptualized as a means to implement 
a governance structure [e.g., 10]. 

However, governance in the context of platform ecosystems differs from tradi-
tional organizational contexts [3, 7]. The survival of a platform ecosystem is consid-
erably contingent on the contributions provided by loosely coupled and indepen-
dent third-party complementors that each pursue their own interests and goals [7, 
20]. Therefore, the platform owner needs to incentivize complementors to create 
their complementary applications rather than direct them with command-and-control
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structures. One major challenge of platform owners is to simultaneously facili-
tate complementors’ value co-creation (i.e., generativity) while retaining sufficient 
stability over how their interactions take place (i.e., control) [3, 12, 23]. Ultimately, 
platform governance encompasses the need for innovative governance mechanisms 
to align the platform owner’s own interests with those of the complementors [8, 10]. 

Tiwana (2014) applied the concept of governance to platform ecosystems and 
derived three dimensions of platform governance, namely the allocation of decision 
rights to decide how responsibility is divvied up among the ecosystem’s actors, 
the configuration of a control portfolio to ensure sufficient complement quality, 
and pricing to ensure each of the actors receive their fair share of the revenue 
generated on the platform [7]. Another major contribution was Ghazawneh and 
Henfridsson’s (2013) boundary resources model which refers to the resources that 
should be provided by platform owners to complementors to encourage them to 
make their contributions [12]. Table 1 provides an overview of the major mecha-
nisms discussed in the literature. These mechanisms are accumulated from studies 
focusing on different platform contexts. As their implementation may differ across 
different platform contexts, we aim to complement the existing research by providing 
insights on the implementation of these mechanisms in the understudied context of 
B2B platform ecosystems.

2.3 B2B Platform Ecosystems 

To study the implementation of governance mechanisms in a specific context, our 
focus is on B2B platform ecosystems. The latter are particularly suitable to answer 
our research question because of their distinct characteristics, which make the plat-
form owner more dependent on the other ecosystem actors (i.e., complementors 
and customers), therefore requiring a specific approach to governance and poten-
tially resulting in novel insights on the implementation of appropriate mechanisms. 
Some of these particularities are as follows: the provision of highly complex and 
industry specific products and services to customers that requires diligent integra-
tion of complementary resources contributed by various ecosystem actors; the broad 
spectrum of complementary resources provided by the external actors (e.g., devel-
opment, implementation, or consultancy); the negligible power distance between 
the ecosystem actors as the platform owner (e.g., Salesforce), complementors (e.g., 
Accenture), and customers (e.g., ABB) are often all big players in their respective 
industry [16–18, 28–33]. 

3 Methodology 

The investigation of how platform governance mechanisms manifest in the B2B 
context requires the in-depth study of a B2B platform ecosystem from the perspective
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Table 1 Governance mechanisms in digital platform ecosystems1 

Governance mechanism Definition References 

Boundary resources Refer to resources that are provided by the 
platform owner to complementors to support 
their development work 

[12, 17] 

Programming resources Refer to resources that help complementors 
build their applications (e.g., software tools, 
software development kits) 

Interfaces Refer to resources that help complementors 
connect with the platform core (e.g., 
application programming interfaces) 

Knowledge resources Refer to resources that help complementors 
understand the platform ecosystem (e.g., 
documentation, workshops) 

Pricing & revenue sharing Refers to the degree to which the platform 
extracts revenue that is co-created with the 
complementors as well as to the creation of 
financial incentives for complementors to 
provide their complements 

[7, 24] 

Gatekeeping (i.e., input control) Refers to the degree to which platform 
owners apply predefined criteria to decide 
which complementors are allowed into the 
platform ecosystem 

[7, 25, 26] 

Relational control Refers to the degree to which the platform 
owner relies on the establishment of norms 
and values shared with complementors to 
influence their development work 

[7, 27]

of all engaged ecosystem actors [1, 34]. This would allow to gain detailed insights 
about a platform owner’s specific activities to implement governance mechanisms. 
Therefore, we opt for a single case study approach [35] to gain insights on how 
the major governance mechanisms from the existing platform research manifest in a 
specific B2B platform ecosystem. 

3.1 Case Selection and Description 

We opt for Salesforce, a prime example of a thriving B2B platform ecosystem in the 
enterprise software industry. Salesforce has a more than 15 year long history as a 
platform ecosystem. In addition, due to the company’s continuous development of the 
platform’s technology and functionalities that considerably influenced the ecosystem

1 These governance mechanisms are derived from a comprehensive literature review on platform 
governance mechanisms [10]. 
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actors’ contributions, the study of Salesforce specifically enables us to investigate 
how the ecosystem is governed through mechanisms.2 

Salesforce is a leader in the global customer relationship management (CRM) 
market. While in Salesforce’s early stages, its main value proposition was a sales-
related software module (today known as Sales Cloud), Salesforce has since evolved 
into an integrated CRM offering (called Customer 360) with a broad range of 
modules related to sales, customer service, marketing, analytics, collaboration, 
and e-commerce. Besides this, complementors offer complementary applications 
in Salesforce’s commercial marketplace for enterprise software applications called 
AppExchange. The latter has become the world’s largest enterprise software market-
place, with more than 3,500 registered complementors as of today. These offerings 
jointly provided by the platform owner and complementors have attracted more than 
150,000 customers, including both small businesses and multinational large enter-
prises. Customers can buy licenses for individual modules on a pay-per-use basis and 
can extend these modules with complementary applications. In the interplay of these 
different actors, Salesforce as platform owner orchestrates the ecosystem’s actors 
with various targeted activities. 

3.2 Data Collection 

We collected data from July until October 2020 by means of semi-structured inter-
views in order to obtain first-hand insights from experts in the Salesforce ecosystem. 
We conducted 15 interviews with an average duration of 63 min per interview. 

We derived interview questions based on the roles, interests, and concerns of 
the ecosystem’s actors to explore each actor’s perspective on Salesforce’s platform 
governance decisions. More specifically, we collected data on the following points: 
How does each of the actors (i.e., platform owner, complementors, and customers) 
understand the ecosystem (e.g., the core and side offerings); What is each actor’s role 
in the ecosystem and in relation to the other actors; What were the major develop-
ments in the ecosystem that considerably impacted the roles of actors and the values 
that they derive from the ecosystem; What are the platform owner’s main activities 
to manage the ecosystem and align the various ecosystem actors’ interests. 

In the following, we describe the steps that we conducted as part of our inter-
view series to ensure consistent data collection according to our research objective. 
To obtain a comprehensive understanding of all perspectives in the ecosystem, we 
collected data from all three engaged actor groups (i.e., platform owner, comple-
mentors, and customers). Owing to Salesforce’s role as the ecosystem’s orchestrator, 
we decided to conduct a large portion of the interviews with Salesforce employees 
in various roles. For identifying potential interviewees, requirements were business 
and/or technology roles in relation to Salesforce as well as in-depth familiarity with

2 For a more detailed overview of Salesforce’s history, please see the following article: https://www. 
salesforce.com/news/stories/the-history-of-salesforce/. 

https://www.salesforce.com/news/stories/the-history-of-salesforce/
https://www.salesforce.com/news/stories/the-history-of-salesforce/
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the Salesforce ecosystem. Table 3 in the appendix provides an overview of our 
interviewees and their organizations. We also developed a comprehensive interview 
guideline that contains the interview questions and an introduction to the research 
objectives. In accordance to our ecosystem view in data collection, we adapted the 
interview guideline and its constituent questions with the role of each interviewee’s 
organization in the Salesforce ecosystem (owner, complementor, or customer). In the 
case of interviews with Salesforce employees, we also adapted the interview guideline 
depending on their functional area inside Salesforce. We shared this interview guide-
line several days in advance with interviewees along with an interviewee factsheet 
(to collect interviewee’s demographic data such as position, department, location, 
and years of experience). Further, we recorded all interviews with the approval of 
the interviewees and later transcribed them verbatim, except for one interview for 
which we created notes during the session. 

3.3 Data Analysis 

To analyze the data, we relied on a-priori and open coding [35]. We used an a-
priori coding scheme based on the governance mechanisms that we derived from the 
existing platform research (Table 1). This approach enabled us to capture all data 
directly related to each of the governance mechanisms. We also followed the approach 
of open coding to capture other aspects related to the general orchestrating initiatives 
of the platform owner. During this procedure, we maintained a broad perspective in 
the sense that we did not merely code aspects explicitly related to the governance 
mechanisms identified in the existing research. For instance, we also coded trans-
parency, which was mentioned by several interviewees as a specific means that helped 
the platform owner incentivize complementors for their development work. In this 
regard, our multi-actor perspective was beneficial as it allowed us to capture relevant 
aspects from the perspective of all actors (i.e., platform owner, complementors, and 
customers). Subsequently, we categorized these open codes into the major gover-
nance mechanisms (Table 1) in a step-by-step coding of the data [35]. For instance, 
in the above-mentioned example of transparency, while the term was mentioned 
several times, we observed that transparency primarily relates to Salesforce’s upfront 
communication before major releases, enabling complementors to prepare for impor-
tant changes in advance. Therefore, we categorized transparency into the boundary 
resources mechanism, more specifically into the knowledge resources mechanism. 
This approach enabled us to capture all activities related to the platform owner’s 
efforts to align the ecosystem’s various actors.
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4 Platform Governance Mechanisms at Salesforce 

In this section, we present our results on how the governance mechanisms, which 
are discussed in the existing platform research, are implemented in the context of the 
Salesforce platform ecosystem. Specifically, we describe Salesforce’s main activities 
to implement each of the major governance mechanisms (see Table 2 for an overview). 

Table 2 Platform governance mechanisms in the Salesforce ecosystem 

Governance mechanism Platform owner’s main implementation activities 

Boundary resources Programming resources – A development environment upon which 
complementors build their applications 
(Force.com) 

– A more flexible development environment 
enabling complementors to access open 
source development languages (Heroku) 

Interfaces – An API platform to enable complementors to 
connect their applications to the Salesforce 
core platform (MuleSoft) 

Knowledge resources – Various complementor enablement programs 
with extensive support related to both 
technical and business aspects 

– An online learning system to enable 
complementors to gain a deeper understanding 
of Salesforce’s various features (Trailhead) 

Pricing & revenue sharing – Salesforce’s two major development 
environments can be used by complementors 
for a relatively small fee 

– A commission-based licensing revenue model 
that charges complementors only on actual 
applications sold 

Gatekeeping – A structured onboarding process with various 
obstacles that must be overcome in order to 
become a Salesforce complementor 

Relational control – Various social events during a major 
conference (Dreamforce) or as part of  
experience programs to facilitate the 
complementor community 

– An online voting system to enable 
complementors to provide feedback on ideas 
of other complementors (Trailblazer)
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4.1 Boundary Resources 

Salesforce provides several boundary resources to support complementors in their 
development work as well as to provide some standardization on how their 
interactions take place in the ecosystem. 

Programming Resources. Salesforce provides several types of programming 
resources to complementors to facilitate their development work. To provide comple-
mentors with a technological foundation upon which they can create their own appli-
cations, Salesforce offers two main options. The first one is a proprietary development 
environment called Force.com. The  Force.com usually has three releases each year 
and the applications can be created using an object-oriented programming language 
called Apex. To give more flexibility and additional options to complementors in their 
application development, Salesforce later acquired an additional development envi-
ronment called Heroku, which enables complementors to use a variety of open source 
programming languages to build their applications. A Director of Applications at a 
large Salesforce customer described the benefits of Heroku for complementors as 
follows: 

“You can also write applications outside the Force.com platform. You can use 
Heroku and you can run whatever, Heroku is just an environment to run Python or 
[…] other development platforms. And they will run on Salesforce modules. […] 
You can write applications that are connected to Salesforce. Everything is possible.” 
(Director Applications, Customer, CU-2) 

Interfaces. To provide complementors with a standardized form of platform 
access as well as to facilitate data exchange and seamless integration, Salesforce 
acquired MuleSoft, a leading integration platform with several interface builders 
as well as its own marketplace for application programming interfaces (APIs) 
called Anypoint Exchange. MuleSoft enables complementors to connect any two IT 
systems both inside and outside of the Salesforce ecosystem and particularly supports 
complementors in connecting their applications to the Salesforce core platform. 

Knowledge Resources. Salesforce also provides several knowledge resources to 
complementors. Specifically, Salesforce launched an online learning system called 
Trailhead, which contains various online courses and certificates that enable comple-
mentors to gain a deeper understanding of Salesforce’s major functionalities and 
identify possible ways to extend these offerings: 

“We recognized that we weren’t reaching enough people to allow them to learn 
about Salesforce and our products. Trailhead came as a result of our desire to grow 
our footprint and knowledge in the wider business and technology communities. So, 
now you will see a lot of people that made their first experience at Salesforce […] 
via Trailhead”. (Senior Director, Solution Engineering, Platform owner, PO-4) 

Besides this self-information tool, Salesforce actively provides information to 
complementors as part of their various complementor enablement programs focusing 
on both technical and business aspects. In this regard, Salesforce developed a four-
tier model to distinguish between four levels of complementors; the higher the level, 
the more enablement services will be provided by Salesforce.
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4.2 Pricing and Revenue Sharing 

Salesforce’s pricing and revenue sharing policies create incentives for complemen-
tors to produce their own applications in two main ways. First, the development 
environments Force.com and Heroku can be used for a relatively small fee. Second, 
complementors only need to pay a commission for applications that were actually 
sold. In general, complementors are able to sell their own licenses on top of Sales-
force’s basic platform license. In this regard, Salesforce makes an important distinc-
tion between two groups of complementors, namely independent software providers 
(ISVs) and original equipment manufacturer (OEMs). The former, ISVs, are regis-
tered in Salesforce’s AppExchange, extend Salesforce’s core products, and need to 
share 15% of their revenue generated through selling applications in the Salesforce 
ecosystem. The latter, OEMs, which merely access Salesforce’s customer base to 
leverage their previously existing offerings (outside of the Salesforce ecosystem), 
need to share a higher amount of 25%. 

4.3 Gatekeeping 

To control for complement quality, Salesforce established a structured onboarding 
process which complementors must go through in order to be able to sell their applica-
tions in the AppExchange. This process includes both technical and business aspects. 
The technical part includes a compliance check, signing a distribution agreement, and 
a security review. Complementors must also meet certain business-related require-
ments, such as undergoing a business plan assessment or an alignment with upcoming 
changes to Salesforce’s product roadmap. 

4.4 Relational Control 

Salesforce facilitates relational control in various ways by organizing social events 
and reinforcing a common identity among complementors. During its annual Dream-
force conference, several sessions are organized to foster exchange among Sales-
force complementors. In addition, Salesforce launched various developer enablement 
programs, such as a program called Developer Experience (DX), which plays an 
important role in connecting complementors among each other and further supports 
complementors with enablement services. A Vice President of Product Management 
at Salesforce explained the benefits of this program as follows: 

“That was a big turn for our community […]. For a very long time, we had focused 
on the end user configuring, but we had not done a lot of investment in developer 
tooling, sort of professional developer tooling to help them build around Salesforce 
implementations. […] What we did, we went through a big program, worked a lot
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with our partners around the types of developer tooling that they would need to really 
kind of take a professional developer lens on how to improve support for our platform. 
[…] For years and years, we’ve been getting asked to build more declarative tools 
and services.” (Vice President, Product Management, Platform owner, PO-3) 

In addition, Salesforce offers several online forums to facilitate discussions and the 
exchange of ideas among complementors. For example, to enable complementors to 
contribute new feature ideas for future releases, Salesforce launched Trailblazer, an  
online voting system. Trailblazer allows complementors to post and upvote feature 
ideas, thereby contributing to Salesforce’s product roadmap planning process. 

5 Discussion and Conclusion 

We started with the premise that the major governance mechanisms from the existing 
platform research need to be considered in specific platform contexts to gain a more 
detailed understanding of the required activities to implement these mechanisms. 
Despite the fact that B2B incumbents from various industries increasingly aim to 
transition into the platform economy [19], B2B platform ecosystems received rela-
tively little attention in the existing research. By conducting an in-depth analysis of 
Salesforce, a thriving B2B platform ecosystem in the enterprise software industry, 
we shed light on B2B platform owners’ activities to implement the major governance 
mechanisms. In the following, we discuss the results of our study, elaborate on their 
boundary conditions, and provide avenues for future research. 

5.1 Contributions to Research 

Our study provides two main contributions to the existing platform research. First, we 
provide an overview of the major governance mechanisms in the existing research and 
provide detailed empirical accounts on the implementation of each of the mechanisms 
in the B2B platform ecosystem context as one exemplary platform context (Table 
2). Our findings illustrate that Salesforce as the platform owner put great emphasis 
on the implementation of these governance mechanisms as several of them required 
major proprietary developments or acquisitions. For example, to provide knowl-
edge resources to complementors, Salesforce created an online learning platform 
(i.e., Trailhead) that helps complementors gain deep expertise about Salesforce’s 
various features and identify possible ways to extend these features with comple-
mentary applications. Another example is the provision of interfaces, where Sales-
force conducted a major acquisition of a leading integration technology (i.e., Mule-
Soft) with a marketplace for application programming interfaces (APIs) and several 
interface builders. These are just two examples to illustrate that Salesforce made 
significant resource investments to implement each of the governance mechanisms 
and planned required activities well in advance.
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Second, we provide evidence that the implementation of several of the governance 
mechanisms may manifest differently in the B2B context compared to consumer-
focused platform ecosystems (e.g., Apple’s iOS, Google’s Android). On the one 
hand, B2B platform ecosystems, similar to their consumer-focused counterparts, 
facilitate complementor and customer transactions through innovative activities (e.g., 
app stores, rating systems). On the other hand, there are important commonalities 
in the governance mechanisms between Salesforce and other B2B platform ecosys-
tems such as SAP [e.g., 16] and Siemens MindSphere [e.g., 36], which do not apply 
to consumer-focused platforms: (a) In B2B platform ecosystems there are often 
multiple types of complementors. For example, in the Salesforce context, comple-
mentors include independent software vendors (ISVs), original equipment manufac-
turers (OEMs), and implementation consultancy services providers. In the Siemens 
MindSphere context, complementors further include data and hardware providers 
[36, 37]. Due to this, platform owners’ governance mechanisms need to take the 
specific complementor groups into account. For example, Salesforce applies different 
licensing models to different types of complementors (i.e., ISVs are required to share 
15% and OEMs 25% of their revenue generated in the Salesforce ecosystem). Sales-
force further developed a four-tier model to incentivize complementors in different 
ways. The higher the level, the more enablement services will be provided by the 
platform owner. (b) Another aspect in which B2B platform ecosystems differ from 
consumer-focused platform ecosystems is the relatively higher need for integration 
of platform offerings with customers’ diverse applications. To enable seamless inte-
gration, Salesforce conducted a major acquisition of a leading integration platform 
(i.e., MuleSoft). SAP also made considerable resource investments into its SAP Inte-
gration Suite, which ensures integration with other cloud or on-premise systems. (c) 
The onboarding process is slower in the B2B context due to relatively higher quality 
requirements. In contrast to, for example, Google’s Android, which is considered 
as relatively open in various studies [e.g., 38], B2B platform ecosystems gener-
ally apply several predefined criteria to judge which complementors can access the 
ecosystem. Salesforce, for instance, relies on a structured onboarding process during 
which multiple technical (e.g., compliance check, signing a distribution agreement, 
and a security review) and business (e.g., business plan check) requirements must be 
met in order to be granted access to the platform ecosystem. Ultimately, all of these 
differences highlight the need for additional research on platform governance in the 
context of B2B platform ecosystems. 

5.2 Contributions to Practice 

Our study also provides recommendations for practitioners. We enable practitioners 
to learn from a platform leader like Salesforce as our detailed insights into Sales-
force’s activities to implement major governance mechanisms can support their own 
platform design and governance. Specifically, the main results of our study may 
guide B2B platform owners in defining an appropriate governance structure as a set
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of mechanisms and in implementing it with targeted activities. This is beneficial for 
both platform designers that aim to derive an initial governance structure and estimate 
potential activities to implement such a structure through appropriate mechanisms 
as well as for platform managers that aim to derive possible adjustment variants to 
alter their current portfolio of governance mechanisms. 

5.3 Limitations 

This paper also faces some limitations. While we are confident that our study 
captures Salesforce’s current activities to implement the governance mechanisms, 
these activities may change over time. Such changes can either be due to the general 
evolution of the platform ecosystem (e.g., evolving needs and governance prefer-
ences) or by specific events during the evolution (e.g., regulatory changes such as 
the recent removal of Parler from Apple’s App Store after its users increasingly 
published posts that spread misinformation and incited violence3 ). Further, we 
acknowledge that the data used in this study was only collected from a retrospec-
tive. While this may be of limited relevance with respect to the platform owner, the 
study may lack data on former complementors, which may have potentially resulted 
in additional insights on how Salesforce implemented the platform governance 
mechanisms. 

5.4 Future Research 

To overcome these limitations, we encourage future research to conduct longitu-
dinal in-depth case studies to also capture the platform owner’s changes in gover-
nance mechanisms to illustrate evolving governance needs and preferences. Another 
fruitful avenue for prospective research is to study other B2B platform ecosystems to 
provide additional insights on B2B platform ecosystems as well as on how they can 
be differentiated from other platform types based on their distinct governance prac-
tices. Lastly, future research may link platform owners’ activities for implementing 
governance mechanisms to performance outcomes in certain contexts in order to 
obtain insights on systematic performance differences based on selected governance 
choices. 

Acknowledgements This work has been supported by the Swiss National Science Foundation 
(SNSF).

3 For more information about the Parler case, please visit the following article: https://www.nyt 
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Appendix 

See Table 3 

Table 3 Organizations and profiles of the interviewees 

Ecosystem actors Organization (or pseudonym); interviewee (position/unit/experience4 ) 

Platform owner (Salesforce) Platform owner (Salesforce) 
– Program Architect Director/Customer Success/20, 5 (PO-1) 
– Senior Director, Product Management/Community Cloud/16, 5 
(PO-2) 

– Vice President, Product Management/Developer Platform/19, 10 
(PO-3) 

– Senior Director, Solution Engineering/Solution Consulting/30, 12 
(PO-4) 

– Business Architect Director/Customer Service/32, 5 (PO-5) 
– Senior Executive, Global Services/Customer Success/29, 12 (PO-6) 
– Program Architect Director/Customer Service/20, 6 (PO-7) 
– Senior Executive, ISV Enablement/AppExchange/19, 16 (PO-8) 

Complementors Complementor #1 (Developer): A USA-based provider of an end to end 
DevOps solution with over 100 employees and offices in the US and 
Europe 
– Chief Technology Officer/Product Development/19, 7 (CO-1) 

Complementor #2 (Developer): A USA-based provider of 
industry-specific cloud and mobile software with more than 500 
employees and offices in North America, Europe, Asia, and Latin 
America 
– Chief Digital Transformation Officer/Customer Success/25, 2 (CO-2) 

Complementor #3 (Developer): A USA-based provider of integration 
software for applications, data, and devices with more than 2,000 
employees and offices in North America, Europe, and Latin America 
– Senior Customer Success Architect/Customer Success/23, 10 (CO-3) 

Complementor #4 (Implementation consultant): A Spain-based provider 
of Salesforce consulting with over 120 employees and offices in two 
countries 
– Chief Executive Officer/21, 12 (CO-4) 

Customers Customer #1: A Germany-based producer of building materials and 
construction systems with more than 35,000 employees and offices in 
over 85 countries 
– Senior Manager, Sales Excellence/Group Marketing/6, 6 (CU-1) 

Customer #2: An Ireland-based industrial gases and engineering firm 
with almost 80,000 employees in more than 100 countries 
– Director, Applications/IT/20, 15 (CU-2) 

Customer #3: A Kenya-based non-for-profit organization that has 
developed several funding programs to support education and to fight 
famine 
– Founder & Sponsor Development/30, 8 (CU-3)

4 Years of professional experience, years of experience in current firm. 
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Digital Bridge or Tradeoff: Telehealth 
Adoption and Healthcare Service 
Quality. A Scoping Review 

Layal N. Mohtar and Nabil Georges Badr 

Abstract As the pressing need to expand the delivery of healthcare has surpassed 
the traditional limits of implementation, the substantial burden of the COVID-19 
pandemic has placed the provision of healthcare services under duress. We explore the 
outcomes associated with the implementation of telehealth technology in healthcare 
ecosystems, we are mindful of the challenge in bridging the gap between the potential 
for extending healthcare technology to overcome the disruption in the provision of 
health services and the possible effect on the quality of healthcare services. This paper 
aims to learn from the literature on the impact of Telehealth diffusion on the delivery 
of quality care. We develop a scoping review and evaluate the outcome through the 
lens of the six aims of improvement of healthcare quality. We synthesize the literature 
around managing the disruption, identifying the risks of unintended consequences 
and factors affecting adoption. We also offer learnings and call to action. 

Keywords Telehealth · COVID · Healthcare quality · Telemedicine 

1 Introduction 

After decades of measured implementation of telemedicine and telehealth [1], the 
COVID-19 pandemic has dramatically changed not only the frequency of patient-
clinician visits conducted via technology across a distance, but also the urgency 
to practice at a distance, in order to prevent the spread of the pandemic [2]. Tele-
health became a component of the personal protective equipment gear, designated 
as Electronic PPE (ePPE), in the medical practice [3], giving this new interaction 
experience a mainstream [4, 5]. Thus, bridging the digital divide for a tranche of the 
population and creating new challenges for others vulnerable sectors of society [6]. 
Hence, telehealth is a technology that built a new bridge between the patient and the
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service enabling a level of sustainability of the medical practice and the continuum 
of care. Now, clinicians could practice from the hospital and from home. While prac-
titioners used teleconferencing equipment and connected remote devices to collect 
their patient’s vitals and provide a remote assessment [7], patients were able to access 
their information through their mobile app, interfaced with the health record [8]. 
Technology implementers have joined the front line of the medical provider work-
force to deploy and maintain the platforms that make these “at a distance” services 
possible. 

The aims for healthcare quality imply that a Telehealth provisioned service shall be 
the equivalent to a traditional in person service in a healthcare setting when delivered 
virtually. It shall be safe, effective, patient-centered, timely, efficient, and responsive, 
offering an equitable and standardized service to all patient categories [9]. As we 
introduce technology to a new level of interaction between the care team and the 
care seekers, a new set of complexity arises. A tradeoff must be managed between 
the potential value added and the benefits in care quality as opposed to risks incurred 
through unintended consequences of the benefits. Therefore, we propose to answer 
the following questions: How could we use telehealth to improve Care Quality? 
What does the literature inform on managing the potential disruption caused by the 
diffusion of telehealth? What learning can we conclude from the existing research? 

This paper summarizes the evidence from very recent and not-so-recent studies 
on telehealth quality and presents a wide literature review on works dealing with the 
adoption of telehealth, which in a nutshell, can be described as all the solutions built 
around digitals tools for providing healthcare services remotely. In our study, we 
identify some quality-of-care benefits and improvements of care outcome through 
telehealth using the lens of dimensions of quality of care. We also build the argument 
around the tradeoff that unintended consequences pose to this technological diffusion 
phenomenon. The underlying theory, building on sociotechnical systems theory [10], 
is that the implementation and use of the technological systems for a specific task will 
influence the device operators performing the tasks and their organizational setting. 

2 Approach 

We start this scoping review to explore the state of the literature in the context of 
telehealth deployment and consequential impact on quality of care. We follow the 
recommendations of [11] and similar studies in telehealth [12] to explore the potential 
of telehealth diffusion in addressing Care Quality. We also focus on understanding 
the disruption from telehealth diffusion while we aim at learning from the literature 
on how to address such challenges.
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2.1 Scoping Review Criteria 

As we prepare for our review, we identify relevant studies and develop a decision plan 
for where to search, which terms and what sources to use. The search encompasses 
online databases including but not limited to PubMed, Journal of Telemedicine and 
Telecare, Journal of American College of Surgeons, International Journal of Medical 
Informatics, New England Journal of Medicine, JAMA Dermatology, NEJM Cata-
lyst Innovations in Care Delivery, JMIR Public Health Surveillance, International 
Journal of Environmental Research and Public Health, and JAMA Intern Med. 

We base our inclusion criteria on the specifics of the research question and on 
new familiarity with the subject matter through reading the studies. In scanning the 
literature, we found that the terms telehealth and telemedicine are often used inter-
changeably. We then perform the searches twice, once using the filter of “Telehealth” 
AND “Impact on Quality of Care” in which 221 articles are retrieved and the second 
time using the filter of “Telemedicine” and “Impact on Quality of Care” in which 
313 papers are returned. We then isolate and remove the duplicate papers and narrow 
down the search to 209 distinct articles. We screen the papers and identify relevant 
articles written in the English language. We read the articles in full and exclude 
duplicate findings in publications, citations, and student dissertations, then narrow 
our listing to 57 uniquely relevant articles. After independent review by each author 
individually, we document the body of literature on this topic. As a final step of 
this data collection effort, we catalog the findings based on outcome, context and 
findings related to impact on quality of care. We pay attention to the clarity and 
the nuances in the consulted studies then classify them based on a coding technique 
[11]. For better sense making and to effectively answer the research question we 
follow a coding technique that uses the framework of the six aims of improvement 
of healthcare quality that was introduced by Institute of Medicine (2001), in their 
seminal work, “Crossing the Quality Chasm” [9]. These aims stipulate that health 
care should be safe, effective, patient-centered, timely, efficient, and equitable, in 
order to be of quality (Table 1).

We make use of the six aims framework to help focus the study on the quality-
of-care information as seen in practice and as a useful framework to advance quality 
of care [13]. We then follow up with discussion points that support our findings 
state of the literature. We enrich our findings through an investigation to identify 
means for potential managing the disruption, a review of factors affecting adoption, 
organizational considerations and close with learnings and recommendations from 
our review.
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Table 1 The six aims of improvement of healthcare quality (Adapted from [9]) 

Aim for quality care Concept—outcome 

Safe Avoiding injuries to patients from the care intended to help 
them—Potentially related to error reduction and prescription adherence 

Effective Providing services based on scientific knowledge to all who could benefit 
and refraining from providing services to those not likely to benefit 
(avoiding underuse and overuse) 

Patient-centered Providing care that is respectful of and responsive to individual patient 
preferences, needs, and values and ensuring that patient values guide all 
clinical decisions 

Timely Reducing waits and sometimes-harmful delays for both those who receive 
and those who give care 

Efficient Avoiding waste, in particular waste of equipment, supplies, ideas, and 
energy 

Equitable Providing care that does not vary in quality because of personal 
characteristics such as gender, ethnicity, geographic location, and 
socioeconomic status

3 Findings 

To note, upon review of the papers, we find a rush in publications during the COVID-
19 pandemic—slightly more than half of the works identified (112) published after 
2020. Further, while most published literature discuss quality of life [14] in connec-
tion to telehealth; our study deepens the investigation into exploring the impact of 
Telehealth on Quality of Care, which is a concept that is larger in scope. 

We find that most telehealth literature refer to telehealth as the broader practice 
of delivering healthcare services at a distance and to telemedicine as the term that 
describes the actual practice of medicine at a distance. For our purposes, Telehealth 
is the delivery of healthcare services by healthcare professionals using information 
and communication technologies, for the exchange of valid information for diag-
nosis, treatment, and injuries and prevention of disease, evaluation and research, 
and the healthcare providers’ continuing education [15]. The modes of delivery of 
telehealth incorporates several means of delivery such as videoconferencing, mobile 
applications, and secure messaging. Telehealth services include provider-to-provider 
services with patient presence, provider to provider without patient presence, tele 
monitoring, and health education etc. [16].
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3.1 Telehealth Use for Improvement of Care Quality—State 
of the Literature 

The literature is scarce but vocal about how Telehealth improves the provisioning of 
quality care (Table 2). 

Telehealth has made care safer, as evidenced by the reduction in mortality related 
to severe sepsis [17], and increase in prescription accuracy [18, 19]. Telehealth use 
helped prevent the potential of spread of disease [20], especially relevant in the era of 
the present-day COVID pandemic, and the need for the continuum of care [21, 22]. 
Telehealth was touted to improve compliance with clinical practice guidelines [23] 
care outcome [19, 24]; and quality of life in patients chronic conditions [25]. Thus, 
contributing to an effective means of providing quality care. Our review has also 
identified uses that help improve care service quality through patient engagement 
[17]. This patient centered approach increases ease and comfort for patients [26] 
and their satisfaction [28] while providing better access to personalized care [27]. 
Some authors recognized the benefits of timeliness, reducing wait time for care [29] 
and efficiency, reducing waste and costs [18, 31] and decreasing resource utilization

Table 2 Examples of care quality improvement through Telehealth (from the literature) 

Aim for quality care with examples of care quality improvement thru Telehealth 

Safe care – Reduction in mortality related to severe sepsis [17] 
– Increase in prescription accuracy [18, 19] 
– Improved prescription adherence [17] 
– Minimizing exposure of clinical staff to infected patients [20] 
– Reducing contagion and enhance the continuum of care [21, 22] 

Effective care – Improvement of compliance with clinical practice guidelines [23] 
– Improved care outcome [24] 
– Improved quality of life in patients chronic conditions [25] 
– Improve care service quality through patient engagement [17] 
– Direct improvement in care outcome [19] 

Patient-centered – Increased ease, and comfort for patients [26] 
– Better assess access to personalized care [27] 
– Increase satisfaction among patients with chronic disease [28] 

Timely care – Reducing wait time for care [29] 
– Improved school attendance thru timely diagnosis of minor illnesses [30] 

Efficient care – Reduce costs associated with hospital stays [18, 31] 
– Decreased emergency department utilization [3, 30] 
– Increase completeness of medical documentation [19] 
– Reduced hospital admissions [28] 
– Reduce patients insurance rates [29] 

Equitable care – Improving access to care for rural areas and underserved population [32] 
– Some challenges and opportunities for improvement through education 
[33], availability of supporting technology, and socio-economic status [34] 

– Potential reliance on others for children [30], people with disabilities and 
the elderly [34, 35] 
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[3, 30]. Finally, we have found mixed reports on the equity of care delivery. Some 
reports showed diverse outcomes of improving access to care for rural areas and 
underserved population [32], while bearing challenges through the need for education 
[33], availability of supporting technology and socio-economic status [34]. We also 
note studies that identified risks of inconsistent dependency on parents for children 
care and inequality of access [30], and accessibility for use in people with disabilities 
and the elderly [34, 35]. 

4 Discussion 

4.1 Quality of Care Improvement Thru Telehealth 

Providing Safe Care—Care is safe when the “priority of care is for avoiding injuries 
to patients from the care they receive” [9]. In the area of safety, the literature provides 
evidence of minimizing exposure of clinical staff to infected patients [20] and the 
reduction in mortality related to severe sepsis that otherwise would be a height-
ened risk in an in-person care setting [17]. However, the relevance of mortality rates 
in ICU telemedicine programs compared to the traditional onsite ICUs, have not 
been conclusive [19, 36]. On prescription accuracy, research reports an increase in 
appropriate antibiotic prescribing from 69 to 97% within six months with the use of 
telehealth services [19], sometimes due to a conservative approach of ordering antibi-
otics [18]. The use of tools such as reminders have improved prescription adherence, 
yet, studies have not found significant statistical relevance of guideline adherence by 
mode of communication, e.g. videoconference versus. telephone versus. webchat, 
etc. [17]. 

Quality through Effective Care—The aim of effectiveness points to “providing 
evidence-based care for all who could benefit and refraining from providing services 
to those not likely to benefit” [9]. Here also, the literature has connected telemedicine 
tools and automated reminder systems to the improvement of compliance with clin-
ical practice guidelines and a betterment of the patient health outcome. Whilst clin-
ical management was adherent to guidelines in 54.3% of the visits [23], prescription 
adherence through telemedicine visits was improved over urgent care visits [24] with 
an improved quality of life in patients with diabetes, blood pressure and high choles-
terol levels [25]. Computer-assisted diagnosis and management in telemedicine was 
found to improve care service quality as it engages patients in their own health, where 
92.9% of patients, during the telehealth consultation contributed to betterment of 
clinical management [17]. 

Patient-Centered Care—Patient-centered care is about “providing care that is 
respectful of and responsive to individual patient preferences, needs, and values and 
ensuring that patient values guide all clinical decisions” [9]. Technology platforms 
will soon become permanent gears within the patient homes. This facility will reduce 
costs associated with hospital stays, increased ease, and comfort for patients. On the
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other hand, by placing the technologies directly in patients’ homes or at local clinics, 
care becomes more available [27] and personalized; in fact, 66% of consumers are 
willing to use telehealth for everything from prescription renewals to chronic disease 
management and behavioral health [28]. 

Timely Care—By reducing waits and sometimes-harmful delays for both those, 
who receive and those who give care, this aim for improvement of care is met [9]. 
Both patients and clinicians can benefit from improvements in timeliness with e-
visit and telemedicine. They receive timely and immediate access to automated clin-
ical information, diagnostic tests, and treatment results [9]. Patients have received 
useful immediate advice in 86% of cases [29]. Timely diagnosis of minor illnesses 
in children and adolescents, improved school attendance, and decreased emergency 
department utilization by 22% [30]. In Florida (Pediatric Associates in Florida), one 
research has found 75% reduction in patient wait times for urgent care conditions 
through its telehealth triage program, using virtual visits for low-acuity patients, the 
emergency departments wait times reduced from 2.5 h to 40 min [28]. 

Efficient Care—Efficient care is about avoiding waste, in particular waste of 
equipment, supplies, ideas, and energy, as by reducing redundant laboratory tests, 
for instance [9]. The use of telemedicine has caused visits of emergency department to 
decrease from 40 to 70% [3], almost eliminating inappropriate pediatric consultations 
in the first 14 months and increasing completeness of medical documentation from 
45 to 85% within six months of use [19]. Studies reveal the good story about reduced 
hospital admissions by 35% among its home telehealth patient population [28]. As a 
direct improvement in care outcome, other studies report that the use of telemedicine 
has reduced hospitalizations by 50%, length of stay by 50%, and 30-day readmission 
rate by 75% [19]. Video visits combined with remote patient monitoring will enable 
healthcare organizations to better monitor patients. Additionally, telehealth programs 
can be cost saving for intermediate and high-risk patients over a 1- to 5-year window 
[31]. Costs are lower for e-visits [18], bringing the efficiency back into the health 
plan covering the patient [28] and then the patient’s insurance rates [29]. 

Equitable Care (Equal Access)—Equitable care is about providing care with 
equal access. “Care that does not vary in quality because of personal character-
istics such as gender, ethnicity, geographic location, and socioeconomic status”. 
Telemedicine has taken care into hard to reach rural areas and underserved popula-
tion [32]. Both the high-speed internet and mass spread of smartphones combined 
shall make it possible to implement telehealth consultations and quickly deploy 
video teleconsultations from a patient’s home [37, 38]. Tele-audiology [39] and tele-
dermatology [12] have reduced the number of patients required to attend face-to-face 
consultations. The adoption of telehealth as a recourse for some contagious conditions 
enhance the continuum of care, while preventing direct contact, promoting inclusion 
of all types of illnesses and improve patient outcome [21, 32]. Unfortunately, nearly 
half of the world population remains offline. Older adults with low socioeconomic 
status have limited access to internet-based services, a study found, especially in 
households of regions in Africa (71.8%), and Asia Pacific (51.6%) [34]. Poverty 
and the lack of education are the biggest barrier to the adoption of telemedicine in 
the developing world [33]. Equitable access also must address different age groups.
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Children pose different challenges during examination in relation to the degree of 
cooperation from a child during the video conferencing and the need to rely on 
another person to elicit the physical signs to be able to make the proper diagnoses 
[30]. It is also essential to fund telemedicine infrastructure and ensure telemedicine 
technologies are compatible and easy to use for individuals with disabilities and 
older adults [34]. Older population experience barriers to telemedicine, namely, trust 
of technology, design, cognitive impairment, and physical limitations such as poor 
vision, hearing, or sensory impairment [35]. 

4.2 Managing Disruption 

On the question of disruption, the second research objective, the scarce literature is 
vocal about the fact that telehealth utilization requires many adjustments. We have 
found works reviewing elements that may promote or impede adoption, depending 
on how they were addressed in the early stages of telehealth implementation. These 
factors are related to technology diffusion, lack of regulatory framework, relating 
adoption to type of practice, supply chain disruption and other organizational consid-
erations. This section summarizes these factors with references from the literature 
findings (Table 3).

Elements of Technology Adoption—In the past, even prior to the pandemic, 
studies have attributed the slow adoption of telemedicine to technically challenged 
staff, resistance to change, patient demography and literacy [40, 41], high cost and 
reimbursement [42]. These are among the classical barriers to telehealth adoption, 
however, closer to the communities of practice, the slow uptake in Telehealth has been 
connected at the level of policy, reimbursement, organizational readiness, clinical 
are of focus, etc. [43]. Hence, practitioners and academia are collaborating to under-
stand the essential components to successful implementation of a telehealth platform. 
Provider and staff training [34], patient education, an existing electronic medical 
record system, patient and provider investment in hardware, billing and coding inte-
gration, information technology support, audiovisual platforms, and patient and care-
giver participation, etc. are some [21]. Others connect device interoperability [42], 
data integration, privacy, security of data handling to telehealth success [44] while 
enumerating clinical, administrative concerns [45], in addition to the socio-technical 
aspects of patient engagement and the patient-provider relationship [16]. 

Effectiveness of Telehealth Use and Adoption Seems to Vary by Practice— 
When compared with in-person sessions, for instance, attendance to group therapy 
sessions virtually was significantly lower by more than threefold. Common reasons 
cited for not attending virtual sessions were unavailability of technology, techno-
logical malfunction or poor digital literacy and the issues of maintaining conditions 
of privacy [46]. Whereas, chronic care patients have enjoyed convenience and cost 
savings from the comforts of their own home compared with an in-person visit [21]. 

Lack of Regulatory Framework—It is evident that the lack a regulatory frame-
work to authorize, integrate, and reimburse telemedicine services, including in
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Table 3 Examples of disruption from telehealth diffusion (from the literature) 

Concepts Examples 

Elements of technology adoption – Staff technology literacy, resistance to change, 
patient demography and literacy [40, 41] 

– High cost and reimbursement [42] 
– Provider and staff training [34] 
– Patient education, investment in hardware and 
technology, billing and coding integration, 
audiovisual platforms, and patient and 
caregiver participation [21] 

– Device interoperability [42] 
– Data integration, privacy, security of data 
handling [44] 

– Clinical, administrative concerns [45] 
– Patient engagement and the patient-provider 
relationship [16] 

Effectiveness of use and adoption seems to 
vary by practice 

– Group therapy sessions: Technological 
malfunction or poor digital literacy and the 
issues of maintaining conditions of privacy 
[46] 

– Care at home: Convenience and cost savings 
[21] 

– Hospitalization setting reduction of costs [18], 
resource utilization [30] and infection spread 
[17] 

Lack of regulatory framework – Policy, reimbursement [43] 
– Emergency and outbreak situations [37] 
– Informed consent, care coordination, privacy, 
and confidentiality, and resources for patient 
provider communication [47, 48] 

Disruption in the supply chain – Risk of fragmentation of current services and 
changes in the responsibilities of each actor in 
the supply chain of services [49] 

Organizational considerations – Organizational readiness [43] 
– Physician leadership traits, liability and the 
human factor [50] 

– Management of additional investments and 
resources [49] 

– Perceived value of technology and 
telehealth/telemedicine [51] 

– Models of practice and policies required [47]

emergency and outbreak situations has held back the implementation of Telehealth 
services, in some cases, notably France and Italy [37]. 

Disruption in the Supply Chain—Broader telehealth use and adoption may 
result in the emergence of new services corridors that disturb existing ones, introduce 
the risk of fragmentation of current services, which may lead to significant changes 
in the responsibilities of each actor in the supply chain of services [49].
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Organizational Considerations—Integrating innovative technology into a busi-
ness not only necessitates a large financial investment, but people partnership, poli-
cies, and technological aspects. The literature identifies key aspects of telehealth 
service delivery. Among these, physician leadership traits, reimbursement and licen-
sure rules, liability and the human factor relate to organizational characteristics [50]. 
The disruption introduced by Telehealth could spawn several adjustments for organi-
zations, such as additional investments and resources [49], authors reflect on factors 
of leadership, perceived value of telemedicine, and the organizational characteristics 
as key for the effectiveness of telehealth [51]. Pollard et al. [47] believed that the use 
of the telehealth model could enhance an organization’s ability to evaluate adher-
ence to protocols, standards, and professional behavior. They recommended estab-
lishing policies to safeguard both at the individual and organization level. These 
policies include informed consent, care coordination, privacy, and confidentiality, 
resources needed at home to optimize the treatment environment and troubleshooting 
technology, and direct-provider communication with the patient [48]. 

4.3 The Risk of Unintended Consequences and Gaps 
in the Literature 

Telehealth technologies augment the efficiency and effectiveness of care by predom-
inantly extending the boundary of competences of organization and the people to 
perform the tasks [52]. This phenomenon is supported by the socio-technical perspec-
tive [10], postulating that the technological aspects in the use of the technology place 
demands on the operators’ perceptual, cognitive, or motor capabilities, and conse-
quently, negative outcomes can be expected [53], sometimes beyond human factors 
and ergonomics [54]. 

Our search has identified valuable input for academia and practice, related to 
potential unintended consequences that must be considered, when implementing 
Telehealth. Such consequences can be factors that affect quality of care, improve 
or impede adoption, and therefore, need to be carefully assessed to enhance the 
governance of telehealth diffusion and reduce the risks. For illustration, we outline 
some unintended consequences found in the literature reviewed, serving to shape 
come best practice recommendations. 

Risks of Unintended Consequences: 

– Impact of technology interruption on the care provided. 
– Risks from data collection and manipulation practice. 
– Ethical risks in practice including concerns of legal, privacy and confidentiality. 
– Practitioner’s frustration with technology and virtual care (risk of misdiagnosis). 
– Information technology infrastructure and social challenges. 
– Fit for use and usability during normal condition and crisis.
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The COVID-19 pandemic coupled with the rapid diffusion of telehealth services 
grant an unparalleled opportunity to examine related ethical, legal, privacy and confi-
dentiality, information technology infrastructure and social challenges during a time 
of crisis in healthcare. Practitioners must address ethical concerns for collected health 
data such as traceability data, during and post pandemic [55]. Further, the diffusion of 
Telehealth warrants a focus on data collection and manipulation practices. Missing, 
incorrect, imprecise, and irrelevant data will affect the clinical decisions and in turn 
jeopardize the quality of care [56]. A quality improvement system shall be established 
to ensure that services are being provided within best practice guidelines. Guidelines 
may target education and training, review of clinical records and the ability to inter-
vene in real time with all stakeholders in the system and monitor the quality of the 
services in telehealth [44, 47, 57, 58]. 

The literature stipulates that, the rapid diffusion of telehealth services grant an 
unparalleled opportunity to examine related ethical, legal, privacy and confiden-
tiality, information technology infrastructure and social challenges in healthcare 
during a time of crisis. Maeder et al. [45] outlined that broadly clinical, admin-
istrative concerns, technical issues, legal/ethical concerns, and several other unin-
tended consequences in the delivery of telehealth exist along with challenges affecting 
its adoption. Nevertheless, the governance of quality of the care provided virtually 
shall be ensured by monitoring compliance to standardized treatment protocols, data 
collection procedures, and professional behavior. DeJong et al. [59] elaborated that 
uniform transparency about care and referral protocols would be helpful. Creating a 
consumer-dominated regulator, which could compile information on e-visit websites’ 
performance, may improve outcomes [59]. Future literature should focus on guid-
ance for best practice on ethical data manipulation that may involve user engagement, 
full disclosure and feedback on justifiable use of information in order to maintain 
quality care in the ever-extending digital health ecosystem [55]. 

Moreover, physicians might perceive the absence of the physical contact with the 
patient leads to inadequate evaluation, missing a diagnosis, inappropriate treatment 
due to the lack of the tactile examination component, which may delay effective treat-
ment [46, 49]. The delay in patient treatment may lead to higher care expenditures 
due to potentially preventable conditions. Further, the practice of virtual administra-
tion of care may expose health care professionals to “zoom fatigue” which reflects 
the tiredness and burnout with over utilizing of virtual platforms of communication 
[60]. 

Other examples of unintended consequences can range from ethical risks in prac-
tice to concerns of misdiagnosis and practitioner’s frustration. The literature reviewed 
does not provide specific guidance for the safeguards needed in telehealth technolo-
gies to reduce such risks. To some degree, cases of abuse and maltreatment are 
detected when receiving care in person at healthcare organizations. When imple-
menting telemedicine, organizations shall be aware of how to detect such cases 
(child abuse and other types of abuse) and enforce all the applicable reporting laws 
[47].
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5 Contribution and Further Research Prospects 

Telehealth can encourage personalized encounters and assist healthcare providers by 
increasing their ability to develop improved relationships with patients, which may 
lead to better patient compliance and thus enhance patient outcomes. Leveraging 
telehealth may produce a higher level of access and new ways for patients and 
providers to participate in the care system resulting in increased satisfaction for 
both patients and providers. Telemedicine while evolving and changing the current 
landscape of healthcare, it can in a way take us back to a time when home visits were 
a part of normal practice; however, it is now conducted virtually [58]. 

We recommend that future research and evaluation studies consider how risks and 
factors of potential unintended consequences inform telehealth projects, from their 
planning until their scaling-up [49]. For example, when evaluating the literature, 
there was lack of evidence in the context of the potential impact of technology 
interruption on the care provided. The literature did not completely address whether 
any adverse events took place while providing care virtually and more importantly, 
how an interruption in the virtual service affected the outcome. Poor connectivity 
issues, frequent interruptions in the telemedicine calls, login issues, and inadequate 
quality of image are some of the major technology related drawbacks to easing 
adoption, with an eminent risk of missed diagnosis [30], hampering the delivery of 
quality care. Therefore, access to telemedicine software shall be escorted with simple 
guidelines on its proper use and what to do in case an interruption happens. 

Telehealth technologies contribute to equitable and patient centered by paving 
the way to address other pivotal challenges such as access to rural and underserved 
areas, availability of technological infrastructure, different people needs, data secu-
rity, and regulatory framework in order to better help in the deployment of the global 
telehealth. The implementation of telehealth will help deliver the services and this is 
measured through the six aims of quality where it shall be as safe, effective, timely 
and effective, patient centered and responsive to a regular visit. This will help in 
bridging the gap between the provider and the patient, shorten the distances and 
expedite care. 

Bridging the gap through care at a distance must account for the tradeoff of unin-
tended consequences. Socio-technical theory depicts the harmonic synchronization 
between the technological aspects and social aspects to gain a successful implemen-
tation of a telehealth system [61]. When telehealth technologies are used, decision-
making shall incorporate what services to retain or expand and how to measure 
success, ensure financing, and engage patients and staff [62]. Some noteworthy 
inquiries about the implementation of telehealth are value, effectiveness, privacy, 
security, connectivity, reimbursement, and availability issues that may arise from 
the adoption of telehealth [62]. When scoping to the future, healthcare organiza-
tions shall assess the organizational readiness, put the policies in places, and provide 
education and continuous support, check financial reimbursements, consider tech-
nology breakdowns, elaborate laws of physician provisioned services within these 
new boundaries, and most importantly, consider privacy and confidentiality.
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6 Conclusion 

From our review, we can infer that, telehealth is proclaimed to improve accessibility, 
especially in underserved areas, to meet patient needs [34]. Hence, telehealth may 
ameliorate the convenience for patients whilst lessening the health services cost and 
expanding opportunities for clinicians. As we look forward, virtual care will persist to 
build the needed foundation to provide safe and effective care with the right clinician, 
at the right time, and at the convenience of the patient. 

Our scoping study was quite informative and good guidance for research and for 
practice in telehealth diffusion. Our work underscores the need for attention to how 
such technology diffusion impacts quality measures in care delivery and outcome. 
The provision of health care services through telehealth technologies has revealed a 
reassuring effect in the lives of patients. It has the potential to offer safe, timely and 
effective interaction with the healthcare provider at the convenience of the patient 
(according to his or her time schedule, saving travel time for those in rural areas). 
Hence, the delivery of quality care is possible through innovation in telehealth. 

In conclusion, our investigation has provided adequate evidence to support the 
research objective. Yet, we beg to ask the following question: will telehealth remain a 
support system for well-defined needs or will it expand from specific applications to 
the mainstream of care delivery? How will the implementation of telehealth with the 
constantly evolving supportive technology empower healthcare system resilience? 
We are positive that these questions will prove as good contexts for further research 
and discovery. 
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Abstract Digital Transformation (DT) is a recurring theme in literature with regard 
to different business sectors. Among several aspects, scholars investigate organisa-
tional, technological, strategical or more distinctive traits concerning DT initiatives, 
such as motivation, implication or policy. However, only a few of them discuss DT 
initiatives focusing on the non-profit sector and the non-profit organisations (NPOs) 
in particular, which is the main aim of this work. This research takes over as a 
further step into a project intended to investigate DT initiatives in the context of 
NPOs. Specifically, this study comes after the development of a taxonomy identified 
by a systematic overview of the literature discussing DT in NPOs, afterwards used 
in classifying selected articles. This contribution seeks to apply some exploratory 
multivariate techniques performing a cluster analysis on the classification formerly 
pursued. To this end, we adopt the multiple correspondence analysis (MCA) and 
the hierarchical clustering on principal component (HCPC) methods by using some 
R packages. The outcome of this paper is threefold: (i) to analyse the associations 
between the multiple categorical variables defined by the taxonomy, (ii) to identify 
clouds of articles with similar discussion traits, and (iii) to group articles into clusters 
of similar contributions. Hence, we firstly pre-process the indicator matrix as input 
for the MCA. Next, we identify the principal components to reduce dimensionality. 
Afterwards, we adopt the Euclidean distance to find similarity among articles and 
Ward distance for partitioning. As a result, nine clusters recognise some recurrent 
patterns which would describe DT initiatives in NPOs. 
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1 Introduction 

Digital Transformation (DT) in organisations represents a broadly debated theme 
among scholars [1, 2]. In general, DT calls the attention of scholars and practitioners 
since it is one of the major processes affecting society and the economy within our 
digital age [3–5]. In this perspective, several studies discuss organisational, techno-
logical, strategical [6–9] or more distinctive traits concerning DT initiatives [10– 
12]. Moreover, it also appears that the debate is structured in relation to different 
organisational sizes and business sectors [13, 14]. 

However, focusing on industries and organisational forms, scholars seem to 
consider massively public and private sectors [15, 16], while the non-profit sector 
(NPS) still appears under-investigated, specifically what is related to non-profit 
organisations. The purpose of this paper is to contribute to this debate. This research 
takes over as a further step into a broader project intended to investigate DT initiatives 
in the context of NPOs. In particular, this study aims to perform a cluster analysis 
focusing on the outcomes of a previous contribution [17]. 

The mentioned project started approximately in March 2020, and it is still ongoing. 
The first step of the project is based on a systematic review of the literature discussing 
DT initiatives in the context of NPOs through the development of a taxonomy of 
dimensions and relative sets of values [17]. Afterwards, the same taxonomy has been 
used to classify a set of selected articles that have been collected in performing the 
literature review (ibid). One of the outcomes from this step is a classification assigning 
for every dimension defined in the taxonomy one single value to each article in the 
refined dataset (ibid). It is noteworthy that categorical values represent the taxonomy 
dimensions and related sets of values. Then, the purpose of this study is to advance the 
analysis of such classification by applying some exploratory multivariate techniques 
investigating these data. 

By exploring literature, it reveals that scholars often apply such techniques for 
the same or similar purposes. In particular, some scholars seek to map the literature 
through the analysis of clusters, that allows them to explain a phenomenon identi-
fying correlations or patterns between several contributions [18–21]. Other scholars 
opt for one of the methods based on the principal component analysis (PCA) as 
a dimensionality reduction factor technique. These methods are generally used to 
analyse surveys or questionnaires data set [22–25]. Particularly when one intends 
to summarise and visualise a data set containing observations described by multiple 
intercorrelated variables [26]. 

For this purpose, we adopt the multiple correspondence analysis (MCA) and the 
hierarchical clustering on principal component (HCPC) methods by using the func-
tions MCA and HCPC from the R packages factoMineR and factoExtra [27]. Our 
aim is threefold: (i) to analyse the associations between the multiple categorical 
variables defined by the mentioned taxonomy [17], (ii) to identify clouds of arti-
cles with similar discussion traits, and (iii) to group articles into clusters of similar 
contributions profile.
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To this end, we firstly run the MCA to reduce the dimensionality of the dataset with 
the aim to project the cloud of articles on some dimensions [28]. In particular, we take 
into account the Euclidian distances between them according to their frequencies. 
Thus, we estimate the right number of the axis needed to be interpreted in relation to 
the percentage of inertia explained by each MCA dimension [29]. Next, we develop 
maps on these axes to visually observe the distances between the categories of the 
qualitative variables and between the articles, seeking to analyse our qualitative 
variables and the association between two or more of them. Afterwards, we move 
forward on the clustering approach by using the factors obtained from the MCA. 
Then, we use the HCPC function applying the principles of the Euclidean distance 
to define the distances between articles and Ward’s [30] agglomeration method to 
construct the hierarchical tree [31, 32]. So that, we construct the hierarchical tree, 
and we make a partition by cutting it. Finally, we evaluate the relationship between 
the clusters by comparing their proportions through a statistical test based on the 
hypergeometric distribution [33–35]. 

The following section reviews the relevant theoretical underpinnings. In the 
methodology section, we summarise the exploratory multivariate techniques adopted 
to develop the cluster analysis. Afterwards, we provide some results describing them 
in relation to the first two principal components (axes 1:2). In the last section, 
we outline the generated clusters considering the relevant categories and articles 
representing them. Discussion and conclusions close the paper. 

2 Theoretical Background 

Digital Transformation (DT) in organisations is a recurring theme in literature in 
relation to different organisational sizes as well as business sectors [13, 14]. Vial 
[5] presents DT as a process whose purpose is to improve an entity, such as a 
process or a business unit, or other organisational elements. According to Vial [5], 
this process usually triggers significant change to the properties of the involved entity 
by combining information, computing, communication and connectivity technology 
[5]. Among the different streams of research, some scholars investigate how the DT 
phenomena affect the organisational structure [7, 36–38], business processes, people 
and their interactions [9, 39–42]. Some others explore more distinctive traits of DT 
initiatives such as motivation, implication or policy [10–12]. Other scholars seek 
to develop DT strategies looking at the integration and consolidation of different 
strategical levels, essential for the organisational design of DT processes [9, 43, 44]. 

However, focusing on industries and organisational forms, although public and 
private sectors are largely taken into consideration by scholars [15, 16], the non-profit 
sector (NPS) seems still under-investigated [13]. This is particularly true for non-
profit organisations (NPOs) since the way how they seek to reach their objectives 
often differ significantly from those of for-profit firms [45–48]. For this reason, NPOs 
should deserve further investigation.
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By looking at the non-profit sector, it still appears a contested environment nowa-
days since scholars use distinct ideological, cultural, and political connotations in 
different countries [49–51]. Moreover, the proliferation of blurring concepts and 
puzzling entities involved in the non-profit activity makes unclear the boundaries 
among its supposed constituent and stakeholders [52–55]. Salamon & Sokolowski 
[56] provide a re-conceptualisation of the non-profit sector by taking into account 
NPOs, mutual and cooperatives, social enterprises, and human actions (as volun-
teering or unpaid participation in demonstrations and social movements). In addi-
tion, they also observe that non-profit organisations (NPOs)/institutions (NPIs) do 
not represent the whole but the “common core” of the non-profit sector [56]. 

According to Salamon & Sokolowsky [56], an NPO is recognised as an (a) Institu-
tion (or organisation that could be either formally or legally formed or not), (b) Private 
(institutionally separated and not controlled by government), (c) Self-governing (able 
to control its activities without the operational control by any other entity, private, 
or governmental), (d) Non-profit-distributing (a legal prohibition is placed on any 
organisation’s constituents or other stakeholders from receiving any quota of the 
surplus generated by the organisation’s activities), and (e) Without compulsion (any 
participation with the organisation have to be voluntary as a matter of free choice) 
[56]. Notably, this definition only applies to those organisations whose organisa-
tional features fulfil such five characteristics [57]. Considering that a large-scale set 
of organisations are acknowledged in-scope of the non-profit sector, it should be 
noticed that not the whole range of cooperatives, mutual and social enterprises or 
volunteer work are institutionally constituted as an NPO [56, 57]. 

Nowadays, additional factors seem also to have a considerable impact on NPOs. 
One of them is represented by the information and communication technologies 
(ICT). The proliferation of the network economy driven by ICT has enhanced infor-
mation flows through interlinked networks of goods and agents [58, 59]. In this 
perspective, an interesting study is that one provided by Joo et al. [60]. These authors 
have recently focused on smartphone users’ awareness of mHealth apps affiliations 
[60]. Their study remarks that people are less likely to trust a for-profit organisa-
tion than an NPO or governmental organisation supporting a mHealth app. It also 
outlines that more and more users usually take on the risk of sharing sensitive infor-
mation, preferring usability, functionality, and visual appeal of apps much more than 
protecting their privacy and related information (ibid). NPOs (seen as organisations 
making people healthier and contributing to the overall social good) boast high cred-
ibility and trust in comparison to private (seen as profit-seeking organisations) and 
governmental organisations (seen as secure organisations and backed by research) 
[60, 61]. 

Whereas the digital age has seen information becoming increasingly relevant for 
the entire economy, also fostering several societal changes, it seems that its impli-
cations and new rules significantly affect the role, the behaviour and the social, as 
well as the economic forms of NPOs [62]. Precisely, NPOs should serve society 
taking into consideration the broad-scale changes fostered by the pervasiveness of 
digital technology, covering new roles requiring the exploitation of digital capabilities 
(ibid). As a result, private enterprises, public institutions, or NPOs rethink organising
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and performing economic and social activities most effectively [10]. Indeed, some 
NPOs exploit digital-based communication using digital platforms and social media 
to interact with their stakeholders [63, 64]. Some others serve susceptible social cate-
gories by publicly funded social services through public/non-profit service networks 
[65]. 

That being said, it seems that NPOs may foster DT initiatives as a transformative 
way to pursue their missions and to sustain their existence [66]. DT initiatives may 
serve for the resilience of such organisations by steadying the relationship with soci-
eties and individuals [63, 67]. Therefore, it could be necessary to further investigate 
DT processes in the context of NPOs. Hence, we adopt the NPOs definition reported 
by Salamon & Sokolowski [56] to avoid any contrasting delineation about the sector, 
its size, and its composition. The next section presents the research protocol of this 
study. 

3 Research Methods 

Among different approaches used to summarise measures of associations between 
variables and individuals for large datasets (often based on questionnaires), multiple 
correspondence analysis (MCA) serves to study the association between multiple 
qualitative variables [22]. This research intends to combine the MCA method with 
the cluster analysis technique in order to locate similar articles profiles in the same 
characteristic space. MCA supports the manipulation of a data table (often storing a 
survey dataset) in building point clouds of the rows and point clouds of the columns, 
as any principal component methods that rely on the geometrical approach [28, 29, 
68, 69]. In this perspective, MCA yields the cloud points of individuals and the 
cloud point of categories taking into account its principal axes [29]. In particular, 
these MCA axes or principal components represent synthetic quantitative variables 
that summarise all the categorical variables [68, 70]. 

According to Husson et al. [34], this study uses MCA as a pre-processing tech-
nique to apply a clustering approach on principal components then [34]. We use the 
MCA and the HCPC functions in the R environment [26, 32] through the factoMineR 
and factoExtra packages [27, 31, 34, 71]. This way, the analysis would be in agree-
ment with the research aim by providing a means of how the discussion on DT in 
NPOs is characterised between differing articles groups. In other words, we adopt 
MCA to investigate the principal components accounting for as much of the vari-
ability in the data summarising the greatest amount of information. Then, we use these 
MCA principal components, serving as a method for denoising, to perform parti-
tional and hierarchical clustering [32, 34, 72]. Specifically, we develop a three-stage 
research protocol tailored to this contribution by adopting the methods mentioned 
above (see Fig. 1). In addition, we develop several analyses carrying a large number of 
results by applying these methods. However, not all of the outcomes are presented in
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Development of a taxonomy identified by a systematic overview of the literature discussing DT in NPOs 
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Description 

II. TAXONOMY 
DEVELOPMENT 
PROCESS

• Setting

• Iterative Approaches    

Processing

• Finalising 

III. ANALYSIS
• Analysis & Interpretation 

a. Updating previous 
dataset & related 
classification of 
articles 

b. Brief description of the 
input dataset 

c. Setting the 
observation variables 
table for the current 
analysis 

I. PRE-PROCESSING THE INPUT DATA FOR THE MCA 

II. RUNNING THE MCA IN R ENVIRONMENT 

III. RUNNING  THE HCPC 

Previous research step 

providing the input 

data set for this study. 

(Not performed  in 

this contribution) 

d. Pre-processing the indicator 
matrix as input for the MCA 
method 

e. Analysis of the inertia 
distribution & principal 
components 

f. Description of the plane 1:2 
(collecting the higher percentage 

of inertia) in relation to the 
cloud of articles & the cloud of 
categories 

Cluster Analysis 

g. Construction of the hierarchical tree using 
the Euclidean distances to define the distance 
between individuals ( use of the Ward's 

agglomeration method based on the Huygen's 

theorem maximising the quality of the 

partitioning) 

h. Cutting the tree by taking into account the 
default setting (None consolidation is made to 

the clusters since we opt for avoiding the lost of 

correspondence  between the clusters and the 

hierarchical tree) 

i. Dendrogram & Articles factor map 
representations according with relative cluster 

j. Description of the clusters according with 
representative articles and categories that 
define each cluster 

Fig. 1 Research protocol 

this contribution which focuses on some preliminary investigation. For this reason, 
the corresponding authors are willing to provide any further results upon e-mail 
request. Next, the following paragraphs present each one of the three steps of the 
research protocol. 

3.1 Description of Data & Classification Formerly Pursued 

The data used in this paper consist of a classification of articles discussing DT in 
NPOs, that the present authors have performed in a previous study [17]. The clas-
sification has been pursued using a taxonomy based on five dimensions and related 
sets of values. Moreover, the dataset has been updated until this work started, last 
update in late April 2021. Among relevant outlets, we use the Scopus database to 
collect appropriate contributions since it is widely used by academics and practi-
tioners in the field of social studies [73] and includes more sources than WoS (we 
retrieve 50% more contributions on Scopus than on WoS). The updated classification 
comprises 124 articles, which is arranged into an observation per variables table (I × 
D), where the rows correspond to the articles (I) and the columns to the dimensions 
(D). The intersection between the i-th row and the d-th column in the table is the value 
assigned to the ij article and belonging to the dj dimension. The last column collects 
the ascending ordered ID of each article. In this study, such dimension is considered 
as a supplementary quantitative variable not relevant for calculations, while all the 
other dimensions are taken as active variables. By running the MCA on such dataset, 
we seek to identify the relationships between the various possible selected category 
for the variables, then the profile of similar groups of articles. Figure 2 provides some 
information describing the dataset (further information upon e-mail request).
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Fig. 2 Dataset summary 

In addition, we also provide Table 1 showing the taxonomy dimensions and related 
set of values in relation to the proper code used in this study. Table 1 summarises 
the variables (taxonomy dimensions) and related categories (set of values of the 
taxonomy dimensions) used to build the indicator matrix. Notably, we present here 
the full name of each category in order to offer a more thorough comprehension. 
However, the outcomes of the analysis display a short-name tag facilitating their 
visualisation. 

Table 1 Variables and related categories being used through the analytical methods 

Variables Categories 

Organisational ambition Analytics; Digital Device; Mobile; Platform & Ecosystem; 
Software Application; Social Media 

Organisational scope Crowdfunding; Crowdsourcing; Knowledge Sharing; Education; 
Community Development; Co-Production; Knowledge 
Management; Social Value Creation; Organisational Development 

Organisational involvement Non-profit Organisation Centred; Public Administration → 
Non-profit Organisation; Business & Non-profit Organisation ↔ 
Public Administration & Non-profit Organisation; Non-profit 
Organisation → Partnership; Public Administration & Non-profit 
Organisation → B2C; Hybrid Organisation 

Organisational change Digital Resource; Digital Process; Digital Interaction; Digital 
Organisational Change 

Organisational operation Individual; Business Unit; Whole Business; Amongst 
Inter-Organisational Business 

Articles ID [1:124]
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3.2 Multiple Correspondence Analysis (MCA) 

MCA is purposely applicable when one aims to analyse categorical data with more 
than two discrete variables. Greenacre and Blasius [69] start describing the MCA 
method in relation to the principal components analysis (PCA), and at the same 
time by looking at it as the one extending the correspondence analysis (CA). Indeed, 
CA is based on a crosstab or contingency table that limits the representation by 
only focusing on two qualitative variables [74, 75]. On the other hand, MCA allows 
obtaining maps where it is possible to visually observe the distances between the 
categories of multiple qualitative variables and between the observations [29]. 

According to Le Roux and Rouanet [28], this study follows on the more traditional 
application of MCA taking in input a table (I × Q) where the rows correspond 
to the individuals (I) and the columns to the variables (referred as Q since they 
usually represent the answers of a questionnaire) [29]. In general, MCA is based 
on a distance measure technique analogous to the orthogonalization technique used 
in PCA [69]. Specifically, MCA transforms the association between categories of 
categorical variables into coordinates in a multidimensional space. To this end, MCA 
firstly codes the input data in the form of an indicator matrix. Such indicator matrix 
is based on a complete disjunctive table (I × K) composed of dummy variables for 
each category [76]. In this particular study, the indicator matrix is constituted by I 
rows representing articles, and K columns that are the categories of the categorical 
variables Q. If the Q-th column of the original table has Kq categories, there would 
be Kq columns for this variable in the indicator matrix, each corresponding to one 
category of the Q-th variable. The record yik at the intersection of the i-th row and 
the q-th column is 1 if the i-th article takes category q of the Q-th variable, and 0 
otherwise [68]. In short, each column reports 1 if the article took such category and a 
0 if not; that is a “dummy” variable. In other words, MCA creates n binary columns 
for each variable with the limit to assign the value 1 to one of the columns only. 
Moreover, it is disjunctive because there is only one “1” in each block of columns, 
and all the rest are zeros, and complete since there has to be at least one “1”. 

However, this procedure generates additional artificial dimensions since several 
columns contribute to code one specific categorical variable. As a result, the total 
variance or inertia of the solution space is artificially inflated, and the first dimensions 
may be explained by an underestimated percentage of inertia [69, 77, 78]. In addition, 
there would be I × K sums of articles that have the Ki category so that each category 
has a sum value representing how many articles have been classified with it. Hence, 
the disjunctive matrix of dummy variables is denoted as Z of size I × K [77], 
considering that: 

K = 
Q{

q=1 

Kq (1) 

Therefore, the dimensionality of Z is given by the difference between categories 
and variables (K − Q), which also represents the total number of the MCA principal
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components [28]. Furthermore, Q represents the row margins of the disjunctive table, 
while the margins of columns are equal to (Ik)k=1,…K ,where Ik, in this study, indicates 
the number of articles taking the category K. Also, the grand total is equal to IQ (ibid). 

It should be further noticed that all the articles have the same weight. For this 
study, there is no reason to attribute more meaning to some article over another. 
Consequently, the weight of each article is 1/I as the sum of the weights has to equal 
1. In addition, since we work in the context of MCA, all categories, their coordinate 
values, their contributions as well as the quality of their representation are computed 
by adopting the chi-squared cosine measure (X2), and the so-called “v-test” statistic 
[32, 69, 77, 78]. To measure the distance between two articles i and i’, we consider 
the sum of the squares of the differences of the coordinates (chi-squared distance). 
Then, each square of the differences of the coordinates is weighted in relation to the 
weight of a category. The X2 distance is defined by the equation: 

I 

Q 

k{

k=1 

1 

I k  
(zik − zi’k)2 (2) 

Moreover, these distances also identify a cloud of points that takes a centre of 
gravity GN with coordinates ck, k  = 1, …, K). While the total inertia is determined 
by: 

1 

I 

I{

i=1 

d2 (I, GN) = 
K − Q 

Q 
= 

K 

Q 
− 1 (3)  

To measure the distance between two categories k and k’, we take into consider-
ation the cloud of the columns from the indicator matrix, which focus on the shape 
of a cloud of points formerly defined [32, 69, 77, 78]. The chi-squared distance for 
categories is: 

d2 (k, GK) = I 
I{

i=1

(
Zik  

I k  
− 

1 

I

)2 

= 
I 

I k  
− 1 (4)  

The test statistic is based instead on the Gaussian distribution. Therefore, if a 
category shows a value approximately between −2 or above 2, it indicates that such 
category has a coordinate significantly different to 0. This value is useful for knowing 
which categories have large positive or negative values in each dimension. In other 
words, this is the so-called “eta2” value that represents the correlation ratio between 
each variable and each dimension. We use the eta2 values to draw and interpret the 
graph of the variables as a plot of the squared relationships. Another concept requiring 
particular attention is that concerning the eigenvalues (principal axes/components). 
This is so since each cloud is denoted by its principal axes l = 1, 2, …, L [29]. 
According to Le Roux and Rouanet [29], an eigenvalue λl represents the variance 
of the projected cloud on the axis l. Such principal axes cross at the barycentre of
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a cloud. As a consequence, the first principal axis offers the best one-dimensional 
adaptation for the cloud. An eigenvalue can be calculated by the following formula: 

λ’l =
(

Q 

Q − 1

)2(
λl − λ

)2 
(5) 

where λ̄ represents the means of eigenvalues [29, 78] which is defined as: 

λ̄ =
(

K 
Q − 1

)

(K − Q) 
= 

1 

Q 
(6) 

We use this value as a threshold measure in selecting the principal components 
needed to be interpreted in this contribution. Lastly, their sum is represented by the 
variance of the whole cloud; therefore, it is equal to K/Q −1, like the total inertia. 
The next section focuses on the last step of the research protocol. 

3.3 Hierarchical Clustering on Principal Components 
(HCPC) 

The last step of this research is based on the clustering approach [30, 35]. In line 
with the research aim, we perform a cluster analysis to identify similar profiles 
of articles into clusters. The general purpose is to collect articles similar to one 
another within the same cluster and dissimilar in others. Specifically, this study 
adopts Ward’s agglomeration method [32]. We opt for Ward’s [30] method in order 
to regroup articles by maximising the partitioning quality (ibid). Moreover, this is 
an agglomerative hierarchical clustering method that aptly complements the MCA 
approach. Indeed, Ward’s [30] method is based on some measures that we already 
compute through the development of the MCA [34]. 

According to Blasius and Greenacre [35], this method takes into account an article 
i in a cluster  q and a distance d, where p(i) represents the weight associated with an 
article i. Then, we take p(i) = 1/|q| if i belonging to q. In this perspective, we take 
into consideration q as the cluster and the cluster’s centre, where q determines the 
centre by the following formula: 

q = 
1 

|q| ·
{

i∈q 
i (7) 

Furthermore, we also look at an article i as a label or index among all the articles 
and the articles vector [35]. 

That being said, Ward’s [30] method applies Huygen’s [32] theorem in building 
homogeneous clusters since the growth of the within cluster-inertia is minimum at
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each step of the algorithm [30, 32, 79]. So that, the homogeneity of a cluster is 
dependent on the within inertia. Additionally, it also simplifies the decomposition of 
the total variance in between and within-group variance [30, 34, 35]. In other words, 
given the between-clusters variance B and the summed within-clusters variance W, 
the total inertia T is determined by the sum of both variances (B + W ) [35]. 

To this end, we perform the cluster analysis running the HCPC function in the R 
environment and using the MCA outputs [26, 32]. According to Husson et al. [34], 
the HCPC function relies on Ward’s [30] criterion [33]. This function firstly computes 
the distance between articles using Euclidean distances. Secondly, it applies Ward’s 
[30] agglomeration method to develop a hierarchical tree representing the sequence 
of nested partitions. Whereas the method firstly takes each article as a class, it finally 
generates a more general partition including all articles (in accordance with the 
desired pre-set level of partition). In addition, each branch of the hierarchical tree 
groups articles in relation to a shared set of properties [34, 35]. 

Furthermore, the articles in the hierarchical tree are arranged in relation to the 
significant MCA principal components [32, 34]. For this purpose, we select the 
principal components whose variance value is equal or greater than the mean value. In 
particular, since we opt for avoiding the loss of correspondence between the clusters 
and the hierarchical tree, no consolidation is made to the clusters. Therefore, we cut 
the tree at the corresponding level of the number of selected principal components. 
As a result, we develop a dendrogram illustrating the gain of within-cluster inertia 
when we partition Q clusters to Q-1 clusters. The outcome of this analysis follows 
next. 

4 Results 

This section offers some results carried out through the MCA and the HCPC analysis. 
Specifically, we focus on the interpretation of the plane depicting the first two axes 
for this contribution. Therefore, we seek to provide a thorough description of the 
involved articles, variable categories, and such two principal components. Although 
we develop the analysis in relation to more axes (in agreement with the descriptions 
in §3), in this paper, as a preliminary investigation, we consider and discuss the main 
two axes out of ten contributing to calculations. However, we are willing to provide 
further results upon e-mail request. 

Notably, the results are based on interpretation rules postulated by some influential 
authors that contribute to developing these methods [68, 78, 80–84]. For example, 
suppose a group of articles is assigned to many categories, except one which is rare 
(appearing in the dataset with a limited frequency), and one of them takes over this rare 
category. In that case, the distance between the latter and the group is relatively large. 
On the other hand, when a rare category is shared between two articles, the distance is 
relatively small since they share a similarity anyway [22, 69, 77, 82, 85]. In general, 
there is no distance between articles taking the same set of categories, while there 
is a small distance between them if many categories are shared [26, 32]. As concern
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categories, there is a higher distance between articles as smaller is the frequencies of 
disagreement categories. In particular, when an article is assigned to infrequent (rare) 
categories, it is displayed far from the centre; therefore, it is close to the perimeter of 
the cloud. Lastly, variables including more categories contribute significantly to the 
variance of the cloud. However, the overall variance is also particularly susceptible 
to less frequent categories [29, 78]. 

That being said, the MCA function firstly constructs an indicator matrix composed 
of 124 articles and 30 dummy variables, including only one quantitative variable as 
illustrative (reporting the ID of the articles). Moreover, the analysis of the graphs 
does not detect any outliers. Afterwards, the investigation progresses on studying 
the inertia distribution to define the principal components (axes) that needed to be 
interpreted. The inertia of the first dimensions shows if there are strong relationships 
between variables and suggests the number of dimensions that should be studied. In 
our case, the first two dimensions express 19.44% of the total dataset inertia, which 
means that 19.44% of the articles or the variables cloud total variability is explained 
by this plane. This is a very small percentage, and the first plane represents a small 
part of the data variability. However, this value is greater than the reference value that 
equals 15.01%. The variability explained by this plane is thus significant since the 
reference value is the 0.95-quantile of the inertia percentages distribution obtained 
by simulating 2299 data tables of equivalent size based on a uniform distribution. 
Therefore, we remark that it is important also to interpret the dimensions greater or 
equal to the third one. To this end, an estimation of the right number of the axes 
to interpret suggests restricting the analysis to the description of the first ten axes. 
These axes present an amount of inertia more significant than those obtained by the 
0.95-quantile of random distributions, which is 65.68% against 59.13%. Ergo, only 
these axes are carrying real information. Consequently, we re-run the MCA in order 
to set the execution of the following analysis standing to these axes. At this point, 
we describe plan 1:2 in relation to the pertinent cloud of articles and the cloud of 
categories belonging to it. 

Figure 3 shows the three straightforward representations of the cloud origination 
for the combination of articles (left side), categories (right side) and joint display 
representing axes 1:2 (centre). Each point represents the coordinates for an article 
(displayed through its ID label) or for a category with regard to dimensions 1 and 2. 
Also, the points away from the origin show categories that deviate from the mean. 
By looking at the pictures in Fig. 3, it should be noted that dimension 1 (the x-axis) 
contrasts the two groups of articles to the right side of the distribution (1 & 3 quartiles) 
to that one to the left (2 quartile). All these articles make a higher contribution to 
the construction of the plane defined by axes 1:2. In particular, the groups composed 
by the articles (47, 118, 44, 43) and (63, 99, 42, 64, 77, 93) are characterised by a 
strongly positive coordinate on this axis. In contrast, a strongly negative coordinate 
represents the group including the articles (72, 55, 39, 41, 35, 81, 17, 73, 80, 87). In 
addition, the group of articles (63, 99, 42, 64, 77, 93) share a high frequency for the 
factors KnowShar, Platform, DigOrgChange, and WholeBus (factors are sorted from 
the most common). Conversely, this group of articles shares a low frequency for the 
factors CommDev, Social Media, DigInter, InterOrg and BusUnit (factors are sorted
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from the rarest). Furthermore, while the group of articles (47, 118, 44, 43) share a 
high frequency for the factors InterOrg, NP2Partner, Edu, DigRes, SoftApp (factors 
are sorted from the most common). In comparison, this group shares a low frequency 
for the factors NPcentred, WholeBus and DigInter (sorted from the rarest). Finally, 
the group of articles (72, 55, 39, 41, 35, 81, 17, 73, 80, 87) shares a high frequency 
for the factors DigInter, CommDev, Social Media, BusUnit (factors are sorted from 
the most common). In contrast, these articles share a low frequency for the factors 
KnowShar, Platform, DigOrgChange and DigRes (sorted from the rarest). 

Focusing instead on dimension 2 (the y-axis), it opposes the two groups of articles 
to the top of the graph (1 & 2 quartiles) to that one to the bottom (3 quartile). So 
then, whereas a strongly positive coordinate characterises the two groups composed 
by the articles (72, 55, 39, 41, 35, 81, 17, 73, 80, 87) and (47, 118, 44, 43) on axis 2, 
the group including the articles (63, 99, 42, 64, 77, 93) is represented by a strongly 
negative coordinate on the same axis. Considering that the coordinates of the group 
of articles and that of the categories are the same for both the dimensions since both 
dimensions 1 and 2 construct this plane, we avoid repeating the same joint analysis 
among groups of articles and the categories characterising them (which would be the 
same). 

Next, the dendrogram representing the hierarchical tree effortlessly shows the 
partition defining the clusters among several intuitive plots. For this study, the hier-
archical tree takes the index of 10 to set the partition since the MCA highlights ten 
axes carrying real information. Afterwards, the software generated a partition of 9 
clusters by cutting the tree taking such a setting. In addition, it also seems quite inter-
esting to represent the generated clusters on the same plane of dimensions 1:2 used 
to interpret the MCA results. This way, one can easily visualise coloured articles on
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Fig. 4 Dendrogram and clusters on the factor map 1:2 

the principal component map according to their clusters. The latter seems particu-
larly useful for understanding the overlapping among clusters, possibly considering 
refining the partitioning. For example, by looking at this graph in Fig. 4, one can 
see that the clusters in this study are separated to a lesser extent one from another. 
Overall, it seems that only one cluster is distinct from the other, that is the cluster 1. 
In comparison, it also appears that clusters 2 and 9 opposing to cluster 1 show less 
overlapping among all the other clusters presenting large overlapping. This obser-
vation suggests that we could refine the partition as a further step. Figure 4 displays 
the two graphs discussed. The remainder of the paper covers the discussion section 
focusing on the description of the 9 clusters. 

5 Discussion and Conclusion 

This contribution seeks to apply some exploratory multivariate techniques 
performing a cluster analysis to a classification formerly pursued [17]. To this end, 
we run the MCA and the HCPC methods by using the corresponding function in the 
R environment. So that, we carefully set the data developing some pre-processing 
steps. Next, we firstly focus on the principal components contributing mainly to 
the construction of the selected axes. Specifically, we take into account the overall 
variances selecting the eigenvalues exceeding the threshold and carrying real infor-
mation. Secondly, we analyse the distances between articles on the basis of these 
principal components. In particular, we present the cloud of articles in relation to the 
plane of axes 1:2, as well as the contributions of the categories. Furthermore, we also 
report the properties of these clouds with regard to the principal components, which 
contribute most to the construction of these two axes. Finally, we provide the biplot 
joint display (factor “map” of axes 1:2) by showing both the clouds of categories 
and articles as the geometric representations of interpoint distances [86]. Also, we 
briefly present the dendrogram of the hierarchical tree and the clusters plot on the 
factor map.
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As a final stage of the systematic literature review underpinned in our broaden 
project, we close this contribution by describing the clusters in relation to their 
characteristics, also highlighting the model articles for each cluster. We provide a title 
and a short description presenting the proposal belonging to each cluster, allowing 
the reader to understand the different nuances that differentiate the content of the 
overlapping clusters. In short, these insights would identify some articles profiles 
concerning the discussion on DT in NPOs. Doing so, we summarise the clusters 
using the variables and the articles selecting only categories associated with a p-
value less than 2% [32]. For this study, we avoid the description of the classes using 
the axes. Notably, we mainly use the “para” object for this description. It should 
be further noticed that the first article showed for each cluster represent the modal 
article for such class. In other words, this modal article is the one closest to the 
barycentre of each class [26, 32]. As a way of explanation, we also report only the 
first article concerning the “dist” object, which represents the distance of an article 
to the barycentre of the other classes (ibid). Then, the classification made on articles 
reveals 9 clusters, described following. 

Cluster 1, “connecting people”, is composed of articles such as 17, 73, 80, 87, 
5. For class 1, the modal individual is 17, which is at a distance of 0.52 from the 
barycentre of class 1 articles. While article 55 is the one that is furthest from the 
barycentre of other classes. Moreover, this group is characterised by a high frequency 
for the factors CommDev, DigInter and Social Media (factors are sorted from the 
most common). In contrast, a low frequency is identified for the factors Platform, 
DigRes, DigProc, DigOrgChange, KnowMgt and KnowShar (factors are sorted from 
the rarest). The Cluster 1 profile seems to take on attributes particularly represen-
tative of DT phenomena in relation to the need for networking among people and 
organisations. 

Cluster 2, “innovating for sharing”, comprises articles such as 14, 67, 115, 11, 
56. For class 2, the modal individual is 14, which is at a distance of 0.39 from the 
barycentre of class 2 articles. While article 84 is the one that is furthest from the 
barycentre of other classes. This group is typified by a high frequency for the factors 
KnowShar, DigOrgChange, WholeBus, Platform, OrgDev and NPcentred (from the 
most common). At the same time, a low frequency is determined for the factors 
InterOrg, Social Media, CommDev, BusUnit, DigProc, DigRes, KnowMgt and Ind 
(from the rarest). The Cluster 2 profile builds on some attributes particularly repre-
sentative of DT phenomena in relation to the need to innovate an NPO firm/business 
for the purpose of knowledge sharing. 

Cluster 3, “creating value”, includes articles such as 111, 27, 59, 88, 30. For class 
3, the modal individual is 111, which is at a distance of 0.43 from the barycentre 
of class 3 articles. While article 25 is the one that is furthest from the barycentre 
of other classes. Additionally, this group is categorised by a high frequency for the 
factors SocValCreat, DigRes and B&NPvsPA&NP (sorted from the most common). 
The Cluster 3 profile is based on attributes that are particularly representative of DT 
phenomena in relation to the need to create social value among people and organisa-
tions. Thus, we assign the name “creating value” to Cluster 3, also considering the 
characterising attributes concerning the collaborations among different businesses.
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Cluster 4, “innovating for fundraising”, is composed of articles such as 24, 50, 
12, 34, 40. For class 4, the modal individual is 24, which is at a distance of 0.63 
from the barycentre of class 4 articles. While article 28 is the one that is furthest 
from the barycentre of other classes. Moreover, this group is identified by a high 
frequency for the factors CrowFund and PA2NP (sorted from the most common). 
The Cluster 4 profile appears to take on some attributes particularly representative 
of DT phenomena in relation to the need to innovate an NPO in how it acts for 
fundraising. It is further noted that cluster 4 includes both articles assigned the value 
“PA2NP”. This means that some discussion highlights the collaboration of a public 
administration in supporting an NPO for this specific purpose. However, we assign 
the label “innovating for fundraising” to Cluster 4, recognising the major attributes 
of such a profile. 

Cluster 5, “developing digital processes”, is made of articles such as 51, 48, 70, 
36, 19. For class 5, the modal individual is 51, which is at a distance of 0.96 from 
the barycentre of class 5 articles. While article 70 is the one that is furthest from 
the barycentre of other classes. In addition, the articles of this group share a high 
frequency for the factors BusUnit, Analytics, PA&NPtoB2C, OrgDev and DigProc 
(sorted from the most common). In contrast, they share a low frequency for the factors 
Platform, NPcentred, WholeBus and DigInter (sorted from the rarest). The Cluster 5 
profile builds on some attributes particularly representative of DT phenomena in rela-
tion to the need to innovate certain business processes. We notice that such initiatives 
mainly involve the collaboration of an NPO and a public administration, improving 
some services to civil benefit. For this reason, we assign the label “developing digital 
processes” to Cluster 5 since it seems to recognise the attributes exemplifying such 
a profile. 

Cluster 6, “innovating for knowledge”, is constituted of articles such as 95, 110, 
120, 123, 58. For class 6, the modal individual is 95, which is at a distance of 0.36 
from the barycentre of class 6 articles. While article 7 is the one that is furthest from 
the barycentre of other classes. Also, this group is characterised by a high frequency 
for the factors KnowMgt, DigProc, InterOrg, NPcentred and Platform (from the most 
common). In comparison, such articles share a low frequency for the factors DigInter 
and PA&NPtoB2C (from the rarest). The Cluster 6 profile is based on attributes that 
are particularly representative of DT phenomena in relation to the need to innovate 
an NPO firm/business for the purpose of knowledge management. Specifically, it 
seems that an NPO is involved in such initiatives to reach and improve this aim at an 
inter-organisational level. 

Cluster 7, “sourcing for digital”, comprises articles such as 49, 68, 66, 37, 45. For 
class 7, the modal individual is 49, which is at a distance of 0.83 from the barycentre 
of class 7 articles. At the same time, article 74 is the one that is furthest from the 
barycentre of other classes. Additionally, this group is typified by a high frequency 
for the factors CrowSour and HybridOrg (sorted from the most common). In contrast, 
a low frequency is determined for the factor NPcentred only. The Cluster 7 profile 
seems to take on attributes that are particularly representative of DT phenomena in 
relation to the need of an NPO to source digital competencies or resources among



Mapping the Literature of DT in NPOs 285

people and organisations. Notably, Cluster 7 shows the highest percentage of overlap-
ping, that is, with six other clusters. In particular, the Cluster 7 profile is strongly char-
acterised by various attributes concerning the involvement, partnership, or collabo-
ration among different businesses. Hence, we assign the label “sourcing for digital” 
to Cluster 7, highlighting the key characteristics of such a profile. 

Cluster 8, “co-producing for innovation”, comprises articles such as 16, 85, 96, 
107, 2. For class 8, the modal individual is 16, which is at a distance of 0.48 from the 
barycentre of class 8 articles. While article 100 is the one that is furthest from the 
barycentre of other classes. Furthermore, the articles of this group are categorised by 
a high frequency for the factors CoProd, InterOrg and PA&NPtoB2C (sorted from 
the most common). At the same time, they share a low frequency for the factors 
WholeBus and NPcentred (from the rarest). The Cluster 8 profile builds on some 
attributes that recognise DT phenomena concerning the co-production activity to 
innovate some services for citizen benefit. Similarly to cluster 5 (whit which it is 
showed the largest overlapping), we notice that such initiatives mainly involve the 
collaboration of an NPO and several businesses to improve or innovate infrastruc-
tures and related services for community benefit. We assign the label “co-producing 
for innovation” to Cluster 8 since it seems to represent congruously the attributes 
exemplifying such a profile. 

Lastly, cluster 9, “innovating for education”, is composed of articles such as 103, 
122, 102, 113, 4. For this latter class 9, the modal individual is 103, which is at a 
distance of 0.81 from the barycentre of class 9 articles. While article 43 is the one that 
is furthest from the barycentre of other classes. Moreover, this group is characterised 
by a high frequency for the factors Edu, Ind, NP2Partner and DigRes (factors are 
sorted from the most common). In contrast, a low frequency is identified in relation 
to only one factor, which is WholeBus (factor sorted from the rarest). The Cluster 
9 profile is based on attributes that are particularly representative of DT phenomena 
in relation to the need to innovate some educational services. Specifically, it seems 
that an NPO is often centrally involved to improve educational purposes (for itself 
or civils), but it is also collaborating with any organisations partner in other cases. 
We assign the label “innovating for education” to Cluster 9, recognising the key 
attributes of such a profile. 

In conclusion, this work presents some limitations. Firstly, since we adopt a 
default approach in performing some traditional applications of the MCA and HCPC 
methods, our results could appear not refined adequately in relation to our research 
aim. Indeed, the cluster factor map in Fig. 4 reveals that our clusters present a signifi-
cant overlapping. For this reason, in a future step, we could perform a different parti-
tion of the clusters. Specifically, we could reduce the number of clusters limiting 
the level of overlapping among them in order to identify articles profile that are 
objectively qualifiable. 

Secondly, a further limitation is represented by the dataset used in this analysis. In 
particular, the cluster analysis relies on the review of the literature [17] and does not 
account for direct empirical evidence. Ergo, contributions concerning empirical case 
studies could be investigated in order to refine further the clusters analysis as a future 
research step. To this end, we could firstly develop a multiple case study research
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to identify objective profiles concerning the discussion of DT in NPOs. Afterwards, 
we could compare the resulting profiles with those identified analysing the literature 
to obtain a final refined and unique set of profiles describing the DT phenomenon in 
the context of NPOs. 
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19. Vlačić, B., Corbo, L., Costa e Silva, S., Dabić, M.: The evolving role of artificial intelligence 
in marketing: a review and research agenda. J. Bus. Res. 128, 187–203 (2021). https://doi.org/ 
10.1016/j.jbusres.2021.01.055 
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What is Governance of Blockchains? 
A Comparison of Theoretical 
and Empirical Findings 
on a Taxonomy-Level 

Koen Smit, Sam Leewis, Robin de Jong, and John van Meerten 

Abstract Blockchain is an emerging technology with the potential to disrupt and 
enable collaboration in ecosystem structures that are difficult if not impossible to 
achieve otherwise. An important aspect of collaboration in blockchain ecosystems 
is governance. Proper governance also ensures sustainable growth of a blockchain 
solution. The current body of knowledge features a growing number of contributions 
on this topic. This is promising as it allows for a meta-view of what entails gover-
nance, which has been done with some lenses, usually with an empirical one. This 
study focuses on comparing the empirical approach with the theoretical approach by 
looking at existing dimensions and characteristics that define blockchain governance, 
using an SLR. This resulted in identifying 11/18 dimensions and 18/42 underlying 
characteristics that were not identified in literature, 3 new and 14/18 overlapping 
dimensions and 26/42 underlying characteristics. The newly identified dimensions 
include (1) Incentives, (2) Trust, and (3) Smart Contracts. Future research should 
focus to extend on the blockchain governance taxonomies so that they can be oper-
ationalized. This helps better understanding of what entails blockchain governance 
from a conceptual level but will also aid blockchain professionals to design their 
blockchain governance in a sustainable way, taking into account all stakeholders. 
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1 Introduction 

Blockchain solutions are based on the reliable, correct, and secure distributed 
recording of transactions within and between organizations and individuals. 
Blockchain as a technology claims to offer disruptive opportunities [1]. An increase 
in popularity of blockchain technology and solutions can be observed in the recent 
years [2, 3]. One of the reasons for this is the lack of a centralized party responsible 
for the processing of transactions [4]. Because of this, trust, as an important factor 
in all kinds of transactions, is moved from the central party towards the technology 
and ‘blockchain’ code itself [5]. Because of this shift, the aspect of governance has 
become increasingly more important, as decentralized governance could be more 
difficult to achieve [6, 7]. 

Despite the initial research conducted since 2012 contributing to a solid foundation 
of the understanding of blockchain technology, researchers have mostly neglected 
the connection between this technology and organizational implementation, where 
proper governance plays an important role [8]. In the context of blockchain, gover-
nance is one of the fundamental aspects of blockchain design. Blockchain gover-
nance is defined as “the means of achieving the direction, control, and coordination 
of stakeholders within the context of a given blockchain project to which they jointly 
contribute” [9]. A governance system that encourages the ability to adapt and evolve 
to change is essential in a blockchain which aims to be successful long-term [10, 
11]. Thus, in order to ensure the long-term sustainability of these organizations, it is 
necessary to incorporate, on top of the technical framework, a specific governance 
structure that enables people to discuss and coordinate as to how the technology 
should evolve [12]. Different types and perspectives of governance exist, which 
include IT governance and open-source software governance (OSS). Both IT and 
OSS governance are often referred to in Blockchain literature as both Bitcoin and 
Ethereum are open source projects [13]. There seems to be a logical overlap regarding 
the phenomenon of ‘governance’ between available body of knowledge on IT and 
OSS governance and blockchain governance, which will be further detailed in the 
next section. However, in the context of this research, the following definition of 
governance in general is adhered to: “all processes of governing, undertaken by 
whether governments, markets, or networks, whether over families, tribes, formal or 
informal organizations, or territories, and whether through laws, norms, power, or 
language.” [14]. 

In case everyone involved in a blockchain project agreed on what should be done 
and how, governance of blockchain solutions would not be a problem. Nonetheless, 
as in most human endeavors, the interests of various stakeholders are not perfectly 
aligned, which could create conflicts between these parties. These conflicts must be 
resolved and prevented to ensure optimal usage of the blockchain technology and 
solutions, as these are usually highly dependent on a decentralized approach featuring 
multiple types of stakeholders working together [15]. Blockchain solutions featuring 
a decentralized community where competitors participate on the same blockchain 
(e.g. Tradefinance by banks such as Barclays, Santander and BPN Paribas [16] are
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only possible because trust is shifted from a central party towards the technology 
itself as mentioned earlier. 

The importance of governance is steadily recognized by the blockchain scientific 
community and as such, an increasing number of contributions with a focus on the 
governance of blockchain are added to the body of knowledge. While this is a good 
sign for the development of the maturity of the blockchain discipline and body of 
knowledge, to the knowledge of the authors, little work seems to be conducted to 
provide a clear overview on what constitutes the phenomena of blockchain with the 
goal to taxonomize it to support organizations with determining the quality of their 
governance of a blockchain solution. There are, however, some relevant contributions 
that should be mentioned and can be very valuable in pursuit of further operational-
izing the governance phenomena for blockchain solutions. For example, the work 
of Werner et al., focuses on a governance taxonomy based on a document study 
including whitepapers of blockchain solutions. Another contribution comes from [9] 
and is based on a graduation project with a focus on the construction of a framework 
for the analysis and comparison of blockchain solutions regarding their governance 
situation. Based on the research gap identified, we aim to answer the following 
research question in this paper: ‘What constitutes the phenomena of governance 
for blockchain solutions from a theoretical view compared to existing empirical 
governance taxonomies?’ To answer the research question, a purposeful and viable 
taxonomy, according to Nickerson et al., [17] is developed. The taxonomy aims to 
structure the research field of governance dimensions and mechanisms in the context 
of blockchain solutions. By doing so, it enhances transparency in this comparably 
young field, which lacks theoretical insights [18, 19]. The paper aims to compile all 
relevant dimensions, mechanisms, and characteristics of governance of blockchain. 

The remainder of this paper is structured as follows. In the second section, this 
paper delves deeper into the background and related literature on what encompasses 
the phenomenon of governance in the context of blockchain technology as well as 
how a taxonomy could enrich the understanding of this aspect. In the third section, the 
type of research and associated research methods utilized in this study are discussed. 
In the fourth section, the data collection for this study is explained in detail. In 
the fifth section, the method of data analysis is described. In the sixth section, the 
results of this study are presented, comprising of a proposed taxonomy for the gover-
nance of blockchain technology, based on a theoretical as well as a practical founda-
tion. In the seventh section, this study is discussed from a critical point of view, by 
providing limitations that could have implications for the generalizability and validity 
of the proposed taxonomy. In the eighth section, the conclusions are elaborated upon, 
accompanied with flanking comments on the application of the proposed taxonomy. 
In the ninth section, explicit directions for future research for further development, 
validation and generalization of the taxonomy are presented.
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2 Background and Related Work 

The primary purpose of a blockchain is to distribute ledgers to record transactions. 
As described in the previous section, on a technical level, blockchain transactions 
are often studied and much is known about its workings. However, this is not the 
case with regards to the governance of said blockchain solutions. A way to add to 
the current body of knowledge of blockchain governance is to perform a meta-level 
analysis regarding existing governance taxonomies. 

2.1 Existing Governance Models 

Previous studies show that there is a variation in utilized descriptors for blockchain 
governance aspects and perspectives. In the study conducted by van der Pelt et al., [9] 
a taxonomy has been developed that addresses dimensions and layers of blockchain 
governance. Furthermore, with regards to a study conducted to evaluate the taxonomy 
for governance mechanisms of blockchain-based platforms [20], we see that a 
taxonomy has been created based on dimensions and characteristics. This study indi-
cates to have used the methods from the study published by Hein et al., [21]. However, 
this study notes that a taxonomy consists of dimensions and mechanisms, and also 
places them on a different level compared to the work of Werner et al., [20]. To create 
an overview of the diversity of blockchain governance models and utilized descrip-
tors, the theory of developing taxonomies from Nickerson et al., [17] is used. This 
approach is grounded on a theoretical and empirical level and focuses specifically 
on the information systems domain, which makes it suitable to apply in this study. 
The approach of Nickerson et al., [17] indicates that when developing a taxonomy, 
dimensions (overarching key themes), as well as its characteristics (objects within 
a dimension with similar properties) need to be identified. For example, according 
to this definition, a dimension within the context of blockchain governance would 
be ‘Corporate Structure’ and a characteristic of this dimension would be either a 
‘Flat Structure’ or ‘Hierarchical Structure’. By using this alignment, the existing 
taxonomies can be evaluated against each other as shown in Table 1.

As can be observed from Table 1, not all models meet the taxonomy develop-
ment criteria of Nickerson et al., [17]. One could notice that there is a great variety 
of wording when looking at the aspects of a governance taxonomy or model. This 
is also reflected in the previously mentioned differences between the contributions 
of Werner et al., [20] and Hein et al., [21]. When comparing the contributions in 
Table 1, it appears that there is also no agreement within the body of knowledge 
on blockchain governance with regards to what entails governance, in terms of its 
dimensions and characteristics. A substantial number of contributions are based on 
existent models, for example, IT governance [29] and open-source software gover-
nance (OSS governance) [9]. Based on these observations, one could argue that the 
maturity of the body of knowledge of blockchain governance is low.
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Table 1 Overview of various blockchain governance models 

Author(s) Paper title Dimensions Characteristics 

BRON [22] Design Choices for Data Governance in Platform 
Ecosystems—A Contingency Model 

Yes No 

BRON [23] Blockchain Governance: An Overview and 
Prediction of Optimal Strategies using Nash 
Equilibrium 

No Yes 

BRON [15] Governance in the Blockchain Economy: A 
Framework and Research Agenda 

Yes Yesa 

BRON [24] The environment needs crypto governance Yesa No 

BRON [25] A Cross-Sectional Overview of Cryptoasset 
Governance and Implications for Investors 

Yes No 

BRON [26] Blockchain business networks Understanding the 
value proposal within centralized and decentralized 
governance structures 

Yesa No 

BRON [27] Governance challenges of blockchain and 
decentralized autonomous organizations 

No No 

BRON [21] Multiple-Case Analysis on Governance 
Mechanisms of Multi-Sided Platforms 

Yesa No 

BRON [9] Defining Blockchain Governance: A Framework 
for Analysis and Comparison 

Yes No 

BRON [28] Crowd work platform governance toward 
organizational value creation 

Yesa No 

BRON [20] Towards a taxonomy for governance mechanisms 
of blockchain-based platforms 

Yes Yes 

a An indication that other descriptors have been used but it is the researchers’ interpretation that the 
wording means the same

However, as stated earlier in this section, we aim to add to the maturity of existing 
taxonomies on blockchain governance by adding the viewpoint of the body of knowl-
edge in a systematic way as most existing blockchain taxonomies are based on 
empirical data, secondary data or a combination. Based on this, we selected one 
core taxonomy to build further upon, being the work of Werner et al., [20], which 
is referred to as the Taxonomy of Platform Governance for Blockchain-based Plat-
forms (hereafter: PGBP taxonomy). This choice is based on two criteria; (1) being 
very recent and (2) being based on empirical data. 

3 Research Method 

This research aims to create a taxonomy, which could support organizations with 
determining the quality of the designed or implemented governance of a blockchain 
solution. In order to achieve this, a blockchain governance taxonomy will be created.



296 K. Smit et al.

This blockchain governance taxonomy will further identify the essence of what gover-
nance in the blockchain actually entails. The taxonomy is developed by identifying 
a set of dimensions, each dimension consisting of a set of characteristics, which 
further describe the dimensions of governance in a blockchain solution. A useful and 
valuable taxonomy is characterized by a set of five objective and subjective features 
[17, 30]: concise, robust, comprehensive, extensible, and explanatory. These features 
are taken into account in this study. 

In this study, we follow the definition of a taxonomy of Nickerson et al., [17]: A 
taxonomy T is a set of n dimensions Di , (i = 1, . . . ,  n) each consisting of Ki (Ki ≥ 2) 
mutually exclusive and collectively exhaustive characteristics Ci j  ( j = 1, . . . ,  Ki ) 

such that each object under consideration has one and only one Ci j  for each Di . 
Stated in full: 

T = {Di , i = 1, . . . ,  n|Di =
{
Ci j  , j = 1, . . . ,  Ki ;Ki ≥ 2

}} (1) 

To adhere to the features of a valuable taxonomy, we build upon the PGBP 
taxonomy [20]. Because of the predominant empirical focus of the selected taxonomy 
and to further adhere to the features of a valuable taxonomy, a Systematic Litera-
ture Review (SLR) [31] is conducted to review the body of knowledge of blockchain 
governance in order to extend the existing taxonomy with existing literature. By using 
this approach, we aim to strengthen the available knowledge on blockchain gover-
nance. Using a similar research approach, as used to build the PGBP and similar 
taxonomies, increases the probability that saturation occurs quickly and impor-
tant findings are omitted unintentionally. Additionally, meta-studies solely using 
information collected online (e.g., from project websites or whitepapers) regarding 
blockchain projects are limited in a sense that these are often lacking important 
in-depth information about governance strategies or mechanisms applied. 

The synthesis of the SLR will revolve around the coded contributions identified 
as relevant in the context of the research question. These will add to the existing 
taxonomies. In this phase, several interesting situations could arise: a new dimen-
sion or characterization is identified, which is not present in the currently available 
taxonomies. Additionally, dimensions or characteristics could be present in current 
taxonomies that are not identified by the SLR. The way each situation is analyzed 
and processed into the resulting taxonomy is described in the following section. The 
SLR approach allows this study to produce a clear and comprehensive overview of 
available evidence in the current body of knowledge regarding blockchain gover-
nance in relation to the PGBP taxonomy that we selected. This overview can be used 
to target knowledge gaps with regards to governance of blockchain solutions and 
helps in improving future work in the topic area.
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4 Data Collection and Analysis 

The data for this study is collected over a period of fourteen months, between July 
2019 to September 2020, through a SLR. This is followed by the coding of the results 
from the SLR. 

4.1 Systematic Literature Review (SLR) 

The SLR started in July 2019 and was completed in September 2020, which includes 
the coding process. In total, four sets of search queries were used in the SLR, 
being: (1) Blockchain AND Governance, (2) Blockchain AND “Decision Rights”, 
(3) Blockchain AND Governance AND “Decision Making”, and (4) Blockchain 
AND Governance AND “Decision Rights”. In addition to the concept of Blockchain 
Governance in general, we added decision rights and decision making to the search 
queries as both encompass an important aspect of Blockchain Governance [32–35]. 
The SLR resulted in the inclusion of 66 scientific contributions in total, see the SLR 
results per SLR activity in Fig. 1. The process of paper reviews for suitability was 
conducted by two researchers and validated by two other researchers, improving 
the validity and reliability of the search and identification process [36, 37]. When 
the primary researchers responsible for the identification of papers did not agree to 
include or omit a paper for the corresponding stage in the SLR, the paper was also 
considered by the two additional researchers. 

4.2 Coding and Analysis 

After the identification process was completed all 66 papers were coded using 
thematic coding, as shown in Table 2 This was conducted by two researchers and 
verified by two other researchers until all papers were coded and the quality of the 
coding was saturated. The coding sessions took place over a period of six weeks in 
four different rounds. The thematic coding during those sessions was based on the 
dimensions and characteristics presented by in the taxonomy of Werner et al., [20]. 
During these rounds, the researchers coded statements from the papers in relation to 
the dimensions and characteristics, however, the analysis also focused on whether

Fig. 1 SLR results scheme 
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Table 2 Example coding notation 

Dimension Characteristic Code 

Mining Mining “Each node collects the new transactions into a block, then 
works on finding a difficult “proof-of-work” for its block, 
which is called the “mining” process.” [38] 

Pre-mining “A tactic by developers launching Proof of Work 
cryptocurrencies to mine some quantity of the 
cryptocurrency for private benefit prior to public release.” 
[25] 

Non-minable Not identified in the analyzed body of knowledge 

Decision rights Company-based “Hierarchy construction: Structure the decision hierarchy 
with the goal of the decision on the top, then the set of the 
criteria in the intermediate levels, and the set of 
Alternatives in the lowest level.” [39] 

Community-based “In decentralized digital platforms, decision rights are 
dispersed, and platform layers are loosely coupled, what 
we termed as agnostic platform.” [40] 

dimensions and characteristics were mentioned that seemed to be outside of the scope 
of the taxonomy of Werner et al., [20]. Such occurrences were also discussed with all 
four researchers and consensus was sought whether the snippet was indeed unique, 
representing a dimension or characteristic that is not mentioned in the taxonomy of 
Werner et al., [20], or that it should be coded to existing dimensions or characteristics. 

5 Results 

In this section, the dimensions and characteristics identified from the coding process 
are matched against the related existing dimensions identified by Werner et al., [20]. 
Furthermore, dimensions or characteristics are added if no dimensions or characteris-
tics exist concerning the coded topic. Several coding’s are shown as a representation 
of the dimension under which they are coded. As presented in Fig. 2, the existing 
taxonomy is expanded, and existing dimensions are validated by the results from the 
SLR.

The schematic overview of the taxonomy in relation to the results of our analysis 
presented in Fig. 2 features three key areas with regards to the results of the analysis. 
Firstly, the dimensions and characteristics from the PGBP taxonomy that are not 
represented in our results are indicated in red. Secondly, the dimensions and charac-
teristics from the PGBP taxonomy that show overlap with our results are indicated 
in green. Thirdly, the dimensions and characteristics from our results that are not 
represented in the PGBP taxonomy are indicated in blue. Due to space constraints, 
the first two categories are not discussed in detail, but their coding’s are available 
upon request.
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5.1 Results not Represented by the PGBP Taxonomy 

In total, three sub-dimensions with four underlying characteristics were identified. 
The PGBP taxonomy lacked the dimensions and characteristics explicitly focused 
on the topics of incentives, trust, and smart contracts, see Fig. 2. With regards to 
these topics, 31 coding’s were identified in total. 

Accessibility and Control—Incentives 

Accessibility and control mechanisms in a general sense are an important aspect of 
blockchain governance, which can be derived from the number of dimensions and 
characteristics in Fig. 2. In total, seven coding’s addressed incentives, which were 
classified as a sub-dimension of the accessibility and control dimension. However, 
only on-chain incentives were identified. For example, one coding defined the goal 
of incentives as: “A system with aligned incentives allows agents to freely choose 
their own behaviors, but uses incentives to make them inclined to choose actions that 
coincide with goals of the system’s design” [15]. 

Trust and Perceived Risk—Trust 

Blockchain solutions are organized and maintained by multiple stakeholders in an 
ecosystem, which requires trust in each other and the technology itself. This results 
in that trust is a topic that was identified most of all three topics described in this 
section. In terms of characteristics, both on-chain (12) and off-chain (4) codings were 
identified, which differs from the other two topics. For example, concerning on-chain 
trust, the following was coded: “Trust is the keyword. Participants are no longer 
required to trust a single organization for the contents of the shared ledger, but they 
trust a blockchain business ecosystem instead, where no single party has the power 
to make unauthorized changes to recorded transactions” [41]. The results also show 
that, although a lot of trust is moved towards the technology, off-chain trust is still an 
important aspect to take into account when collaborating in a blockchain ecosystem. 
For example, the following was stated about collaboration: “Inter-organizational 
collaboration requires a consensus among collaborating parties, which proved to be 
a challenging task, inhibited by inter alia lack of trust amongst collaborators, own 
interest, or inter-firm rivalry” [42], while the notion of going back from on-chain 
to off-chain trust for certain ecosystem activities is also mentioned, for example: 
“Finally, economic incentives dictate that it is in everyone’s best interest to maintain 
trust in the system. Reducing trust. Now that we’ve had a breaking change, those 
previously referencing the protocol must now go outside the blockchain and somehow 
figure out what the “right” new version is to use” [43]. 

Dependencies—Smart Contracts 

Many relevant contributions discussed the aspect of smart-contracts and some also did 
so in the context of blockchain governance. In total, eight coding’s addressed smart 
contracts, which were classified as a sub-dimension of the dependencies dimension. 
The coding’s are limited to the on-chain characteristic, which seems logical given
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the fact that smart contracts are designed to function on-chain only to add to the 
functional power of, and increase trust in, the blockchain ecosystem. An example 
how smart contracts are defined as an important dimension is: “These smart contracts 
enabled the 2016 DAO to implement fairly sophisticated governance and exit rules 
autonomously on the blockchain” [44]. 

6 Conclusion 

To formulate this study, we revisit the research question stated earlier: ‘What consti-
tutes the phenomena of governance for blockchain solutions from a theoretical view 
compared to existing empirical governance taxonomies?’ To provide an answer to 
this question, four researchers identified 66 papers from the body of knowledge using 
an SLR, which were then thematically analyzed using the existing PGBP taxonomy 
from Werner et al., [20]. Based on this, three sub-dimensions were added to the PGBP 
taxonomy. Although differences were identified in this study between the conceptual 
and empirical knowledge on dimensions and characteristics making up blockchain 
governance, we conclude that the empirical approach of the PGBP taxonomy is solid, 
and relatively few additions are presented. Important to note is the difference of focus 
identified in comparing both perspectives, where scientific literature on a conceptual 
level often remains abstract, empirical studies are more detailed. 

7 Discussion 

The current state of the taxonomy presented in this paper is subject to several limi-
tations. Taking into account the methodological process of constructing a taxonomy 
[17], more work has to be done with regards to satisfying the ending conditions 
(1) conciseness, (2) robustness, (3) comprehensiveness, (4) extendibility, and (5) 
explanatory. With regards to conciseness, the taxonomy currently includes 7 dimen-
sions with 21 characteristics. For reference, Miller’s [45] work on cognitive load 
is adhered too, stating that the number of dimensions should fall between five and 
nine. This makes it that the end condition of conciseness is not yet satisfied. Further-
more, while we argue that the end condition robustness is adequately satisfied from 
a theoretical level because of the saturation during data analysis, empirical robust-
ness is not achieved in this study. From a theoretical level, the current taxonomy 
enables a sufficient means to differentiate dimensions and objects of interest. With 
regards to the comprehensiveness end condition, we argue that all dimensions are 
included from a conceptual level, but we hypothesize that both the comprehensive-
ness and robustness could be affected when the current taxonomy is covered during 
an empirical iteration of validation. This is acceptable as this was not the goal of this 
study. As far as the authors are aware, every dimension is conceptually unique and 
not repeated, while every characteristic of a dimension is unique as well. Next, the
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extendibility end condition is satisfied as we focused on a conceptual development 
approach in this first iteration of the taxonomy and we allowed for changes to the 
taxonomy when an empirical iteration complements the dimensions, but more impor-
tantly [46], the objects that we refer to as governance mechanisms in the taxonomy. 
We explicitly did not present the current taxonomy as set in stone on a conceptual 
and theoretical level, but especially not on an empirical level as the latter is focus 
of a follow-up study. Lastly, the explanatory end condition seems to be satisfied as 
this paper provides explanations of the nature of the dimensions and characteris-
tics without describing every possible detail about the objects under study. Again, 
we argue that, on a conceptual level, this end condition is satisfied. However, the 
explanatory end condition could firmly benefit from empirical validation as people 
utilizing the taxonomy can value the usefulness of explanations for dimensions and 
characteristics best. Of course, we must also note that these end conditions could 
somewhat be interpreted as subjective, because whether someone using the taxonomy 
values its contents as concise and sufficiently explained largely depends on their back-
ground and experience with the subject. Though we still argue that the end conditions 
provide sufficient fundament for the construction of a taxonomy for the governance 
of blockchain solutions. 

Apart from the methodological limitations regarding the construction of the 
taxonomy as described earlier, this study is subject to several other limitations. One 
could argue that the current taxonomy is affected by the population of coders involved 
in the data analysis. To mitigate this, the four coders independently coded the dimen-
sions and characteristics of the taxonomy. Based on this coding process, 4 iterations 
were conducted in which consensus was sought when individual coding deviated. 
Furthermore, the current taxonomy is constructed by taking into account 66 contri-
butions concerning governance of blockchain. While we believe that this collection 
of contributions is selected in a controlled and reliable manner, it could be the case 
that not all dimensions and characteristics are identified because of this selection. 
This is mainly attributable to the observed usage of synonyms in the research domain 
of blockchain and in particular that of governance of blockchain solutions [9, 47]. 
Another phenomenon influencing the current taxonomy is the amount of data origi-
nating from public versus private blockchain projects. While it is possible to engage 
with consortia that employ private blockchains, they seem to be less transparent about 
their (internal) governance structure taking into account the details made available 
via the web (i.e., via email inquiry or whitepapers). This is further strengthened that 
a larger number of contributions identified focused on governance of blockchains 
based on public blockchain solutions. 

Lastly, while we argue that the use of a SLR is appropriate to theoretically review 
the body of knowledge on governance of blockchain solutions, the approach is also 
limited in certain ways. The first one being that the approach is time-consuming while 
also representing a snapshot of the body of knowledge at a given time(frame). Another 
limitation is the challenge to conclude the findings as well as the redundancy of 
information gathered causing saturation. The latter limitations are greatly mitigated
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as this study utilized an existing taxonomy to evaluate against, thus clearly presenting 
the differences between the different approaches used to construct a proper taxonomy 
in this field. 

8 Future Research 

The limitations detailed provide the objectives for future research directions. Firstly, 
future research could focus on further increasing the conciseness of the taxonomy, 
because the current taxonomy includes many dimensions and characteristics, which 
in turn decrease its acceptance due to a high cognitive load. On the other hand, 
one could argue that a higher conciseness potentially leads to lower robustness, 
but especially lower comprehensiveness or completeness as these ending conditions 
represent typical trade-offs. We argue that, based on future research, an optimum 
between these ending conditions with the goal to further strengthen its validity as 
well as its potential acceptance by blockchain practitioners. 

Further research could also focus on the inclusion of governance subject matter 
experts and case studies to identify possible problems with regards to the robust-
ness ending condition of the taxonomy. This refers to the ability to differentiate 
between dimensions and characteristics, which can be further valued by subject-
matter experts. Case studies could be utilized to identify whether its governance 
mechanisms fit the current taxonomy. The same holds for the comprehensiveness 
ending condition, which focuses on the completeness of the taxonomy. Subject-
matter experts could help identify missing dimensions and characteristics as well 
as to help validate how to operationalize the characteristics, for example, the types 
of incentives to stimulate community contributions to the codebase. Moreover, case 
study research can be applied with regards to completeness to see whether unique 
dimensions or characteristics are identified that are not included in the current 
taxonomy. This approach is specifically interesting to pursue with regards to the char-
acteristics and governance mechanisms per characteristic as these are often defined 
by practitioners and are harder to identify from a conceptual level, see also [48]. 

An additional direction for future research would be to focus on validation by 
other researchers with the goal to further expand or reduce the current taxonomy 
so that it improves on the ending condition expendability. Furthermore, validation 
by other researchers could also improve on the ending condition explanatory, where 
more empirical approaches should be applied. It is important to utilize future research 
to establish with potential users of the taxonomy, being blockchain consortium stake-
holders such as developers, legal experts, data, and project managers, to which extend 
all dimensions and characteristics are interpreted correctly. Furthermore, it is impor-
tant that these stakeholders understand the location hierarchy of the dimensions, char-
acteristics, and possible governance mechanisms. Lastly, with regards to pursuing 
the inclusion of empirical approaches in future research, one interesting direction 
would be to identify the perceived usefulness by potential users. This could be itera-
tively achieved by applying research methods and techniques such as semi-structured
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interviews, focus groups, delphi (study) rounds, and experiments (see for example 
[49] with research- and practice-oriented blockchain experts. 

Besides the methodological face validity of the taxonomy presented in this paper, 
we also want to point out at some future research directions with regards to the internal 
validity. The current taxonomy is based on a rigorous coding process involving 
multiple coders and iterations to reach consensus about the dimensions, character-
istics, and possible mechanisms. However, the internal validity could suffer from a 
smaller group of researchers defining an artefact such as the taxonomy presented 
in this paper. Future research should therefore aim to mitigate translation validity 
issues as much as possible. This could be mitigated also by including more research-
and practice-oriented blockchain practitioners, which is in line with the mentioned 
directions earlier in this section. A last direction for future research is to ensure that 
the next iteration(s) of the taxonomy is based on dimensions, characteristics, and 
possible mechanisms from both private and public blockchain solutions. While the 
research teams believe that both types are included in the analyzed contributions that 
led to the current taxonomy, more certainty is required. This could further increase the 
usefulness of the proposed taxonomy, where blockchain practitioners are enabled to, 
based on the contingency factor public versus private blockchain solution, overview 
only the relevant dimensions, characteristics, and possible mechanisms. For example, 
permission levels as part of private blockchain solutions (permissioned), where this 
is not relevant for public blockchain solutions (permissionless). 
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