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ABSTRACT

The aim of this paper is to apply single equation dynamic models together with information
from a large dataset of predictors in the construction of short-term growth forecasts for the
production-side components of the national accounts, i.e. Gross Value Added of sectors, and
import duties plus Value Added Tax. To summarise the information content in a large number
of predictors, we employ techniques such as common factors and forecast combinations.
Aggregate and component forecasts are computed under two approaches to forecasting GDP
growth, namely a direct and a bottom-up approach. In the direct approach, unconstrained
models for GDP growth are estimated to compute forecasts for the aggregate, while
constrained component models are used to obtain the disaggregate forecasts, which add up
to the GDP growth forecasts computed directly. In the bottom-up approach, unconstrained
component models are estimated to compute growth forecasts for the components as well as
for GDP growth by adding up the unconstrained component forecasts. The performance of
aggregate and disaggregate forecasts from the two approaches is assessed via pseudo out-
of-sample exercises. The results show that the use of macroeconomic and financial predictors
improves on the accuracy of the naive forecasts for most production-side components and
the aggregate, under both the direct and bottom-up approaches. GDP growth forecasts from
the direct approach are somewhat superior to those from the bottom-up approach. Both
approaches result in gains in forecasting growth in industry, construction, trade, financial
activities and duties. In the sector of professional services gains are limited for both
constrained and unconstrained forecasts. In the sectors of agriculture and public
administration, education and health, neither the unconstrained models nor the constrained
sectoral models significantly improve on the naive benchmark. Compared to the
unconstrained component forecasts, gains attained through constrained forecasts are slightly
lower, but more widespread across components and horizons.
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MpoBAEYEIG yIa TNV OIKOVOUIKE SpaoTnPIOTNTA TOMEWV TG
KUTTPIOKKG OIKOVOUIag

NikoAérTa MaoioupTidou, Xpiotog MatrapixanA, XapdAaptrog Kapaylavvakng

NEPIAHWH

216)x0¢ TOU GpBpou eival n e@appoyr) Sduvapikwy POVTEAwV piag efiowong, ot ouvduaoud e
TANPoQoOpieg amd pIa  eKTETaPEVN Pdcon Oedouévwy, yia TNV  KOTAOKEUN Ppaxutrpdbeouwy
TTPOPRAEWewvV TOu pPuBPOU MPETABOAAG TNG OIKOVOMIKAG dpacTnEIdTNTAG O€ TOWEIG TNG KUTTPIOKAG
OIKOVOUIaG. ZUYKEKPIPEVA, KATAaoKEUAlovTal TTPORAEWEIC yia Tov puBud UETAROANG TNG akaBApPIoTNG
TPOCTIBEPEVNG agiag (O€ OTABEPEG TIMEG) TWV TOPEWY KA TWV EI0AYWYIKWY dagpwv Kal PrA, dnhadni
yia 6Aeg TIG cuvioTwoeg Tou AEI, ammd tnv TAeupd TNG TTPOCPOPAG, OTTWG TTAPOUCIAoOVTal OTOUG
TpIuNViaioug €BvikoUG Aoyapiaopoug. H TTAnpo@oépnan TTou TTEPIEXETAl OTOV PEYAAO apIBUO DEIKTWV
TTOU XPNOIYOTTOIOUVTAI, CUVOWIZETAI UE TN XPrON OIKOVOUETPIKWY TEXVIKWY OTTWG Ol KOIVOi TTapAYOVTEG
Kal 01 ouvOuaopoi TTPORAEWEWV.

O1 mpoBAéyeic yia Tov puBud petaBoAng tou AEN kai Twv OuvIOTWOWV Tou uTToAoyiovTal
XPNOIMOTTOIWVTAG BU0 EVAAAAKTIKEG TTPOCEYYIOEIG: (a) TNV dueon TTPORAewn Tou pubBuou peTaBOoARg
Tou AET kai (B) Tnv éupeon TPORAewn Tou pubuou uetTaBoAng Tou AET. ZTnv TTpocéyyion NG GUECNG
TTPOPRAEYNG, EKTIHWVTAI MOVTEAQ yia Tov puBuod peTaPBoAric Ttou AEI, xwpig oTroloucdritroTe
TTEPIOPITUOUG, TO OTTOIO XPNOCIKMOTTOIOUVTAI VIO VO UTTOAOYIGTOUV TTPORAEWEIS yia Tov puBud PETABOANG
Tou AEM. MNa m¢ ouviotwoeg Tou AET, ekTipywvTal govréAa utid TTEPIOPIOCPOUG BACEI TWV OTTOIWV
uttoAoyiCovtal TTPORBAEWEIS YIa TIC OUVIOTWOEG Ol oTToieG aBpoifouv OTIC TTPORAEWEIC Tou pubBuol
petaBoAig Tou AEIM mou utrohoyioTnkav dueca atrd 10 POVTEAQ. TNV TTPOCEYYIoN TNG EPPEONG
TTPORAEWNG, EKTINWVTAI HOVTEAQ VIO TIG CUVIOTWOES Tou AET xwpi¢ oTToIo0uCdATIOTE TTEPIOPICHOUC VIO
va uttoAoyioTouv TTPOBAEWEIS yia TOV pubud METABOAAG TwV OUVIOCTWOWYV. 2T CUVEXEID, Ol
TPoRAEwelg yia To AEN utroAoyifovTal aBpoifovrag TIG TTPOBAEWEIS TWV CUVICTWOWY TToU AfjeOnkav
atd Ta POVTEAD Xwpig Treplopiopols. H akpiBeia Twv TTpoBAéwewy TTou uttoAoyiovtal atrd TIg dUo
Tpooeyyioelg afloloyeital oe oxéon pe TTPORAEWEIS aTTd ATTAOIKA HOVTEAQ.

Ta armoteAéopata Oeixvouv OTI Kal OTIG OUO TIPOOEYYIOEIG, N XPrON HOKPOOIKOVOUIKWY Kal
XPNUOTOOIKOVOUIKWY PETABANTWY BEATIWVEI TNV aKpiBeld Twv TTPORAEWEWV YIa TIG TTEPICCOTEPES
ouvioTwoeg Kabwg kar yia 1o AEM. O1 mpoPAéweig yia Tov pubud petafoAng tou AEN TTou
uttoloyifovtal Pe TNV AUECH TIPOCEYYION OuvdéovTdl HE MIKPOTEPO CQAAPA CUYKPITIKA HE TIG
avTioToIxXeg TTPORAEWEIG TTOU uTTOAOYIovTal HECW TNG EUPEDNnS TTpoaéyyiong. Kai ol dUo TTpoaeyyioeig
EXOUV WG OTTOTEAECUO aKPIBEOTEPEG TTPOPBAEWEIC yia Tov puBud AVATITUENG OTOUG TOWEIS NG
METOTTOINONG, TWV KATAOKEUWY, TOU EUTTOPIOU KAI TWV XPNUATOTTICTWTIKWY dPACTNPIOTATWY KABWG Kal
yla Toug daououg. ZTOV TOMEQ TWV ETTAYYEAUATIKWYV UTTNPECIWV Ol BEATIWOEIS OTNV aKPiBEld Twv
TTPORAEWeWV gival oplaKEG Kal OTIG U0 TTPOCEYYIOEIG. 2TOUG TOMEIG TNG Yewpyiag Kai TnG dnuoaiag
d10iknong, ekTTaideuong Kal uyeiag, olte n Aueon oUTe N EUUECN TTPOCEYYION 0dNYyoUV O€ CNUAVTIKEG
MEIWOEIG TOU TEAAPATOS TwV TTPORAEWeWVY. Ta o@EéAn ae OPOUG UEIWPEVOU TPAANATOS TTPORAEYNG,
gival EAAQPWG PIKPOTEPA TNV TTEPITITWON TWV TOPEAKWY TTPOBAEWEWV TTOU UTTOAoyifovTal PE ThV
aueon Tpocéyyion (OnA. KATw atmd TTEPIOPICUOUG OTA POVTEAD TWV GUVICTWOWY) CUYKPITIKA PE TIG
TOMEOKEG TTPOPAEWEIC TTOU EKTIHWVTAI PE TNV Eupeon TTpooéyyion (dnA. Xwpi¢ TepiopiIoyols oTa
MOVTEAQ TWV CUVIOTWOWYV), OUWG HPE TNV AUECN TTPOCEYYION TA OPEAN KAAUTITOUV TTEPIOCTOTEPOUG
TOMEIG KAl opifovTeg TTPOBAEWNG.

vi



1. Introduction

Up-to-date information on the state of the economy is crucial for both economic policy
making and private financial decision making. As national accounts data are published with a
delay vis-a-vis the reference quarter, reliable short-term forecasts for aggregate and sectoral
activity could offer valuable insights into future economic conditions. Modern econometric
techniques exploit the richness of timely information in large databases of economic and
financial indicators of different frequencies, in the construction of short-term macroeconomic
forecasts.

This work relates to two main strands of the forecasting literature. The first strand concerns
techniques for summarising the information in large sets of predictors, such as common
factors and forecast combinations. The application of forecast combination techniques and
the use of common factors in the forecasting models are found to substantially improve on
the accuracy of univariate autoregressive forecasts (e.g. Artis et al. 2005 for the UK;
Giannone et al. 2008 and Stock and Watson 2002a for the US; Stock and Watson 2004 for
OECD countries). The second strand relates to the level of disaggregation at which the
forecasts are computed, and typically distinguishes between direct and bottom-up
forecasting approaches. Lutkepohl (2010) provides theoretical results on the relative
efficiencies of aggregate and disaggregate forecasts under some assumptions and offers
some guidelines for applied work. Theoretically, forecasting the disaggregate components
using a multivariate model is at least as efficient in terms of mean squared error as directly
forecasting the aggregate. However, in practice, issues such as specification and estimation
uncertainty, non-linear transformations of the variable of interest and time-varying
aggregation weights lead to departures from the theoretical assumptions, and empirical
findings could deviate from theoretical results. For example, computing bottom-up forecasts
for the aggregate by modelling the disaggregates using a high dimensional multivariate
model or a large number of disaggregate single equation models may result in higher
estimation uncertainly than directly modelling and forecasting the aggregate variable.
Applications include aggregate inflation measures and their sub-indices, GDP and its supply
and/or demand components as well as aggregate output, inflation, unemployment and
money stock series for blocs of countries (e.g. the euro area) and their country-specific
counterparts (e.g. Barhoumi et al. 2012; Bermingham and D’Agostino 2014; Briggemann
and Litkepohl 2013; Foroni and Marcellino 2014; Hendry and Hubrich 2011; Hubrich 2005;
Marcellino et al. 2003).

Empirical applications use single equation dynamic models for an aggregate (e.g. GDP
growth, inflation) and similarly for its components, or simple Vector Autoregressions (VARS)
that jointly model one variable of interest (e.g. an aggregate or a component) and few
predictors. The literature on the forecasting performance of systems of equations for jointly
modelling the components of an aggregate relates mostly to inflation sub-indices. In a
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simulation exercise Hendry and Hubrich (2011) demonstrate that when disaggregates are
interrelated, forecasting an aggregate variable using a VAR model for the disaggregates is
superior to directly forecasting the aggregate with an autoregressive model (AR) or summing
forecasts for the disaggregates from AR models. However, the empirical results in Hendry
and Hubrich (2011) for the US and in Hubrich (2005) for the euro area show that bottom-up
forecasts based on VAR models for inflation sub-indices are outperformed by aggregate
inflation forecasts computed directly, possibly due to high estimation uncertainty associated
with VAR models. Moreover, Bermingham and D’Agostino (2014) use large Bayesian VARs
with parameter restrictions to model US and euro area inflation sub-indices and
subsequently construct forecasts for aggregate inflation. For the US, they find some gains
over single equation models for short horizons; for the euro area, they conclude that AR
models yield the best results due to absence of strong commonality between sub-indices.
Other works using system methods, for example VARs, Bayesian VARs, Factor Augmented
VARs, Factor Augmented Error Correction models, focus on forecasting output growth
together with other macroeconomic aggregates such as inflation, interest rate, employment
or unemployment (e.g. Banerjee et al. 2014; Koop 2013; Marcellino et al. 2003; Stock and
Watson 2002a).

The aim of this paper is to apply single equation dynamic models in the construction of short-
term forecasts for the growth rate of GDP and its production-side components in Cyprus.
The production-side components of GDP consist of the Gross Value Added (GVA) in 10
sectors of economic activity as well as import duties plus Value Added Tax (VAT), thus
completely covering the supply-side of the quarterly national accounts published by the
Statistical Service of Cyprus. Currently, local policy makers and international organisations
publish forecasts for macroeconomic aggregates in Cyprus as well as projections for the
demand-side components of GDP. This work aspires to expand the set of available forecasts
for Cyprus by offering growth forecasts for sectors of economic activity that are consistent
with forecasts for aggregate activity. The availability of sectoral activity forecasts can provide
additional information to policy makers, investors and business on the drivers of future
growth, especially as sectoral activity cycles could precede or follow fluctuations in
aggregate activity, depending on the sector. Analysing the outlook at a sectoral level could
unveil domestic or external factors which influence sectoral growth, structural
strengths/weakness in sectors and vulnerabilities of specific sectors to shocks. Sectoral
forecasts can therefore assist policy makers in formulating informed economic policies and
facilitate private agents in their economic decision-making and planning. Another
contribution of the paper is that the forecasts are computed using a large dataset of over 300
domestic and foreign predictors together with techniques such as common factors and
forecast combinations for summarising the information content in the dataset. We compute
forecasts using a bottom-up and a direct approach. In the bottom-up approach we construct
unconstrained sectoral growth forecasts that are aggregated to obtain GDP growth
forecasts. The direct approach amounts to forecasting GDP growth directly and obtaining a



set of component forecasts by imposing constraints. The forecasting performance of the
aggregate and component forecasts computed under each approach is evaluated. It is also
investigated whether the use of pre-selected indicators as opposed to the full dataset
improves the forecasting performance.

Empirical evidence on the forecasting performance of aggregate forecasts computed directly
and bottom-up forecasts computed by aggregating predictions for the disaggregate
components is mixed. Hahn and Skudelny (2008) compute euro area GDP growth forecasts
using the bottom-up approach from the production side together with sector-specific bridge
equations that vary across the forecast cycle. The authors assess two alternative bottom-up
approaches depending on whether the value added for the services sector is forecasted
directly or via its sub-components. They find marginal differences in the performance of the
two approaches. Their results also suggest that the importance of individual predictors varies
substantially over the forecast cycle, with survey data being more valuable at earlier stages
of the forecast cycle and hard data being more useful at later stages of the cycle. Barhoumi
et al. (2012) forecast French GDP growth indirectly using the bottom-up approach from both
the supply side and the demand side, using component-specific bridge models. Their results
suggest that forecasting GDP growth from the supply side is superior to following a demand-
side bottom-up approach; the finding is likely driven by the availability of more relevant
indicators for sectors of economic activity than for expenditure components. Drechsel and
Scheufele (2013) estimate German GDP growth using the direct approach as well as the
bottom-up approach, via both the supply and demand sides. They employ mixed-data
sampling regressions together with model averaging techniques. Their findings suggest that
aggregating sector-specific forecasts results in limited forecasting gains compared to
forecasting GDP growth directly, whereas both approaches outperform forecasts produced
from the demand side. Foroni and Marcellino (2014) employ a large dataset of monthly
indicators and different modelling approaches (i.e. bridge equations, mixed data sampling
and mixed frequency VAR models) for nowcasting both the expenditure and production GDP
components. They find gains over the autoregressive benchmark when information from
monthly indicators is incorporated in forecasting models, particularly in the case of industry
and financial services for which there are available predictors. Their results from directly
forecasting GDP growth are generally superior, although a bottom-up approach using factor
models or bridge equations for the production side components is also promising, and they
conclude that there is scope for forecasting the components to gain better understanding of
the aggregate.

Our results show that the use of macroeconomic and financial predictors improves on the
accuracy of the naive forecasts for most production-side components and the aggregate,
under both the direct and bottom-up approaches. GDP growth forecasts from the direct
approach are somewhat superior to those from the bottom-up approach. Both approaches
result in forecast gains in industry, construction, trade, financial activities and duties. In the



sector of professional services gains are limited for both constrained and unconstrained
forecasts. In the sectors of agriculture and public administration, education and health,
neither the unconstrained models nor the constrained sectoral models significantly improve
on the naive benchmark. Compared to the unconstrained forecasts, gains attained through
constrained forecasts are slightly lower, but more widespread across components and
horizons.

The structure of the paper is as follows. Section 2 describes the methodology. Section 3
presents the data and provides some results on the estimation of factors. Section 4
examines the forecasting performance of growth forecasts for the supply-side components
and compares the accuracy of GDP growth forecasts from the direct and bottom-up
approaches. Section 5 discusses the construction and performance of constrained
component forecasts as well as the stability of the forecasting performance of the methods
considered. Section 6 concludes.

2. Methodology

The methodology is based on the following single equation models:

(a) autoregressive (AR) models, i.e. they include only lagged values of the dependent
variable;

(b) autoregressive distributed lag (ADL) models, i.e. they include lagged values of the
dependent variable, and lags and leads—if available—of economic/financial indicators;

(c) factor-augmented AR (FAR) and factor-augmented ADL (FADL) models, i.e. AR and
ADL models, as described above, that also include lagged values of common factors
and leads of leading indicators used in factor estimation.

The ADL and factor-augmented models allow us to assess forecasting gains resulting from
utilising information from different macroeconomic and financial predictors beyond that
contained in the history of the variable of interest.

Factor models summarise the information from a large number of economic/financial time
series by a small number of estimated indices known as common factors. Thus, the
dynamics of a dataset of many economic time series can be driven by a small humber of
common shocks and a set of idiosyncratic components, i.e. one series-specific shock for
each variable in the dataset. In the analysis that follows, the factors are extracted from a
dataset of economic activity and labour market indicators, thus the estimated factors can be
viewed as representing aspects of the real economy. Real economy factors alone or
together with other aspects of the economy (e.g. prices, financial indicators, economic
sentiment) can affect future sectoral or aggregate activity. The factors are estimated using
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the principal components method and are subsequently used in the factor-augmented
forecasting models (see e.g. Stock and Watson 2002a, 2002b).

Apart from the large number of series relating to the real economy, the dataset employed
contains a large number of candidate predictors which cover other aspects of the economy,
such as stock market indicators, interest rates, exchange rates, consumer price indices,
international commodity prices, economic sentiment indicators, loans and deposits. Such
series are published on a monthly basis and well before the publication of the national
accounts. The monthly values of these series, known as monthly leads, can be used in
estimation and forecasting as they provide up-to-date information on economic conditions.
Monthly leads could cover one to three months (i.e. the whole quarter) following the
reference quarter of the most recently available national accounts data.*

2.1 Models

In the forecasting models the variable of interest is expressed in annualised percentage
changes, i.e. y, = (400/h)(InZ,,, —InZ,), observed for quarters t = 1,...,T; h denotes
the forecast horizon in quarters and Z; denotes the level of GDP, sectoral GVA, or import
duties plus VAT. The h-step ahead regression model used for computing the forecasts for
h =1,...,8 can be given by univariate, ADL or factor-augmented models.

The univariate models are given by
Yen = @+ T g Bivei + Nivn 1)

where nl,, is the error term. Equation (1) gives the AR model of order q. For g; =0,
equation (1) reduces to the RW model for the log-level, which is a constant growth model.

The extensive dataset employed contains a large number of candidate predictors that are
published on a monthly basis and well before the publication of the national accounts. Let x;
denote a predictor in quarterly frequency. In order to utilise the information in the monthly
leads relating to predictor x; we extend the simple ADL model as follows

h o _ h
Yevn = at Z?:o biy:—i + 2?:0 CiXe—i + d'x€+1 + étin (2)

where xt., is a scalar or vector of leads, depending on data availability, i.e. leading
information can cover the first month in quarter t + 1, the first two months in quarter t + 1, or
all the months in quarter t + 1.2 3 The model in (2) is an ADL model with monthly or quarterly

1 For some candidate predictor series such as stock market indicators, exchange rates and business
and consumer survey variables, quarterly leads (up to one quarter ahead) might be available.

2 Depending on data availability, xt,, =xM%, xb, =[xMy  xM2] or xb, = x40, and xMY (xM3
denotes the monthly values of quarterly series x, covering the first (second) month in quarter ¢ + 1;
X;,, denotes the quarterly value leading variable x, by one quarter.

3 Examples of variables for which one or two monthly leads are available include registered
unemployed, unemployment, registration of motor vehicles, tourist arrivals, domestic interest rates,
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leads and constitutes a special case of the mixed data sampling regression in Andreou et al.
(2013) that includes mixed frequencies in the lags of the predictors.

The estimated quarterly factors are used to extend simple dynamic models, such as the AR
and ADL that are subsequently used for forecasting; the resulting models are known as
factor-augmented AR (FAR) and factor-augmented ADL (FADL) models given by (3a) and
(3b), respectively,

Yin =7+ Z?:o EiVimi+ Yt Pifr—i + 0 Thq H U, (32)

ygl+h ={+ Z?:o KiYe—i + Zf:o Aixe—; + .U’xt%+1
+3 o pifemi +'rhg + el 3b
i=0Pift—i T Tty + €y - (3b)

fi is one of the estimated factors summarising a large dataset of real economy series, and
rL., is a scalar or vector of leads associated with variables used in the construction of
factors and is defined similarly to xZ%, . In (3b) x, is a candidate predictor other than the real
economy series used in factor estimation, and x%,; denotes its leads as in model (2).

The estimated factors f, which are obtained by application of principal components analysis
on a large panel of real economy series prior to the estimation of the forecasting models in
(3a) and (3b) constitute estimated regressors.* Stock and Watson (2002b) show that the
factor estimator based on principal components analysis is consistent, and feasible forecasts
computed from the factor-augmented regression are asymptotically efficient. Bai and Ng
(2006) show that the limiting distribution of estimators in factor-augmented regressions is
normal and construct confidence intervals for parameters and forecasts. The investigation of
finite sample performance in Stock and Watson (2002b) revealed that for sample sizes
typically encountered in empirical work, the forecasting performance of factor-augmented
regressions is fairly robust to moderate serial and spatial correlation, fairly large shifts in
factor loadings and inclusion of irrelevant predictors in the panel. However, when all of the
above misspecifications co-occur the forecast accuracy is considerably reduced.

The estimation of the parameters and the selection of the number of lags in models (1) to
(3b) are carried out in a pseudo out-of-sample setup using recursive OLS and recursive
determination of lag length based on the Akaike Information Criterion (AIC) and the
Bayesian Information Criterion (BIC).> The choice of the number of lags for predictor x, and
factor f, is between one and four; for the dependent variable y, lags vary between zero and

loans and deposits. Examples of variables for which three monthly leads (i.e. a quarter) are available
include business and consumer survey series, domestic consumer price indices, European interest
rates and spreads, stock market indicators, exchange rates and international commodity prices.

4 For details about the factor model and estimation see Appendix (Al).

5 Factors are estimated recursively by principal components analysis, i.e. at each iteration prior to the
estimation of OLS regressions principal components analysis is applied to obtain estimates for the
factors.
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four. The forecast constructed in t, for period t + h, uses data up to t and monthly leads if
available; thus no additional projections for predictors are required, unlike the case of
iterated forecasts (see e.g. Stock and Watson 2004, 2008).

The h-quarter ahead forecast for y/, computed in period t is given by 2 ,. First, the
models are estimated over the period t =1,2,...,T; and the first pseudo out-of-sample
forecast, ﬁ¥1+h, is computed in quarter t = T;. The recursive procedure requires increasing

the sample size by one observation, re-estimating the models over the period
t=12,..,T; +1 and computing the second pseudo out-of-sample forecast, 37#1+1+h, in
quarter t = T;+1. The procedure is repeated up to period T — h, so that the last pseudo out-
of-sample forecast, %, is computed in quarter t = T — h.

The forecasting performance of each model for horizon h is evaluated using the Mean
Squared Forecast Error (MSFE) given by

1 - ~
MSFE = T—h-Tot1 = Olen — 9ln)* @)

2.2 Forecast combinations

The numerous predictors in the dataset in combination with the factors and leads, allow us to
estimate a large number of different models and to obtain many alternative forecasts for the
variables of interest. The large number of forecasts can be further exploited by constructing
combinations of forecasts.

There is ample literature that suggests that forecast combinations can provide more
accurate forecasts by using evidence from all the models considered rather than relying on a
specific model (e.g. Stock and Watson 2004, 2008, Timmermann 2006). Forecast
combinations reduce the uncertainty resulting from the specification of individual models due
to different set of predictors, lag structures and modelling approaches. Also, forecast
combinations can be more robust to structural breaks than individual forecasts.

There are different methods to construct forecast combinations depending on how the
forecast weights are formed. Given M models and associated forecasts, a combination
forecast denoted by F,, is the weighted average of individual forecasts, with fixed or time-
varying weights,

AR _ VM ~h
Fip = Xiz1 Wit Yit+n (5)

where y{}Hh is the h —step ahead forecast from model i computed in period t and w; , is the
weight assigned to that forecast. In general the weight (w;,) depends on the historical
forecasting performance of model i, however w;, can be fixed, leading to simple forecast
combinations such as the mean (w;, = 1/M), the median or some type of trimmed mean. In
cases in which w;, depends on a model’'s past forecasting performance the resulting

13



combination forecasts are known as discounted MSFE forecasts (Stock and Watson 2004).
In particular, the weights can be inversely proportional to the discounted MSFE (or the
square of the discounted MSFE) of the individual models, i.e.

€it
Wi, = ~— | of, 6
it Zﬁ\'IZI ej,t ( )

.. )2
Wit = g (7)

I NGHE
- —h— ~ -1,
where €;; = [X=F, 8" dhn — 9lsan)’]
6 is the discount factor so that forecast errors made in the distant past are of smaller

importance. Larger weights are assigned to forecasts from models with lower MSFE (i.e.
better historical forecasting performance).

The performance of forecast combination methods is evaluated using the MSFE statistic in
equation (4) where the individual model forecast, y1,, is replaced by the combination
forecast £ .

In the empirical analysis that follows, the forecasts, 5/i’}t+h included in the forecast
combinations are those computed from all ADL and factor-augmented models (FAR and
FADL) with the optimal lag order determined by the AIC and BIC. Thus, forecast
combinations can be used to assess the potential usefulness of information in
macroeconomic and financial indicators, in addition to information contained in the history of
the variable of interest, for forecasting aggregate and sectoral growth rates.

3. Data

The dataset used for estimation and forecasting covers the period 1995Q1 — 2016Q2 and
contains about 330 variables that represent many aspects of the domestic economy and the
external economic environment. Domestic data include national accounts variables, short-
term economic activity indicators (e.g. volume indices of retail trade and manufacturing,
cement sales, building permits, tourist arrivals), labour market series (e.g. employment,
unemployment, vacancies), fiscal data and public debt, banking sector data (loans, deposits,
interest rates), price indices, Cyprus Stock Exchange indices and survey data on business
and consumer confidence. Foreign/international data are comprised of euro exchange rates
to different currencies (e.g. US dollar, British pound, Russian rouble), foreign activity and
labour market indicators, European interest rates and spreads, foreign price indices and
international commodity prices (e.g. oil, gold, wheat), stock market indicators and European
economic confidence/sentiment indicators. All series are adjusted for seasonality and

14



transformed into stationary by differencing (the levels or the logarithm of the levels) if
needed.® "8

The focus of this paper is on the construction of forecasts for the growth rate of GVA (in

constant prices) in the sectors of economic activity presented in the quarterly national

accounts, and for the growth rate of import duties plus VAT. Also, projections for GDP

growth are computed via the predictions for the production-side components of national

accounts as well as by forecasting the aggregate directly. More specifically, forecasts are

constructed for the growth rate of GVA in the 10 sectors listed below:

1. Agriculture, forestry and fishing (NACE code A);

2. Mining and quarrying; manufacturing; electricity, gas, steam and air conditioning supply; water

supply; sewerage, waste management and remediation activities (NACE codes B, C, D, E);

Construction (NACE code F);

Wholesale and retail trade; repair of motor vehicles and motorcycles; transport, storage

and communication; accommodation and food service activities (NACE codes G, H, I);

Information and communication (NACE code J);

Financial and insurance activities (NACE code K);

Real estate activities (NACE code L);

Professional, scientific and technical activities; administrative and support service

activities (NACE codes M, N);

9. Public administration and defence; compulsory social security; education; human health
and social work activities (NACE codes O, P, Q);

10. Arts, entertainment and recreation; other service activities; activities of households as
employers; undifferentiated goods and services producing activities of households for
own use (NACE codes R, S, T).

© N o o

Some statistics on the variables of interest are shown in Table 1; the statistics are presented
for the full sample period as well as for two sub-samples covering the periods before and
after 2009, i.e. before and after the international financial crisis.® A statistically significant
break in the mean of GDP growth and the growth rate of nine components was found, with
estimated break dates lying in the period 2008 — 2012.1° The split in the sample shown in
Table 1 follows the estimated break date for GDP growth.

6 Table Al (Appendix) shows the number of series in dataset by category.

" Data are obtained from different sources, such as the Statistical Service of Cyprus, the Central Bank of
Cyprus, the Cyprus Stock Exchange, the Department of Lands and Surveys, Eurostat, the European
Commission (DG-ECFIN), the European Central Bank, Datastream and Global Financial Data.

8 A detailed list of the variables in the dataset along with their transformations is available upon request.

9 Figure Al (Appendix) presents GDP growth over time vis-a-vis the growth rates of the 11 GDP
components.

10 The results are based on supremum Wald and Likelihood Ratio tests for a structural break at an
unknown break date (e.g. Andrews 1993).
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TABLE 1

GDP and production-side components

GVA
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1996Q1 — 2016Q2
Sh‘;r;‘z;o(’;/;‘)*“a”er Mean 05 -01 -02 -02 05 19 14 08 09 05 07 05
St. Dev. 1.0 9.0 1.7 54 1.6 29 1.8 0.8 1.4 0.7 1.9 1.6
Zﬁ:;goens'{oe/sr Mean 21 -13 06 06 20 81 59 32 37 21 28 21
St. Dev. 3.1 11.3 4.9 12.1 4.5 8.9 6.7 2.3 4.3 2.3 6.0 3.1
tcooéngg”em share  \jean 27 88 70 226 28 66 74 73 185 36 12.6
St. Dev. _ 0.9 1.7 1.6 0.6 0.7 1.5 0.7 0.6 0.7 0.3 0.1
1996Q1 — 2008Q4
Sh‘ﬁ]’;e;;"(ﬂ/;‘)q”a“er Mean 10 -02 03 13 09 25 22 08 13 08 14 10
St. Dev. 0.7 7.9 1.1 5.2 1.5 3.0 1.4 0.2 1.2 0.5 1.4 1.5
Zﬁ;;;ens'{;gr Mean 39 17 12 56 37 114 90 33 52 31 55 39
St. Dev. 1.4 10.1 2.2 8.1 3.9 8.8 5.6 0.8 3.5 1.4 3.9 1.4
t?ggg”em share  \jean 32 98 76 226 25 57 70 70 184 34 126
St. Dev. _ 0.6 1.0 1.2 0.7 0.7 0.9 0.2 0.3 0.7 0.1 0.1
2009Q1 — 2016Q2
?h‘ﬁ]réeg’(’;/;‘)‘“a”er Mean 02 01 -09 27 -01 06 01 07 03 01 -05 -02
St. Dev. 0.9 10.6 2.2 4.8 1.3 2.1 1.3 1.3 1.5 0.7 2.2 15
Zﬁ:;;ens'%f/gr Mean  -1.0 -06 -39 -114 -1.0 24 07 29 12 04 -18 -10
St. Dev. 2.8 13.0 6.4 10.2 3.8 55 4.9 3.6 4.5 2.5 6.2 2.7
t%°g§g”em share  y1ean 18 69 60 225 34 82 79 80 186 40 126
St. Dev. 0.1 0.8 1.8 0.3 0.4 0.5 0.8 0.4 0.8 0.2 0.1

The largest sector in terms of value added contribution to GDP is trade, transport,
accommodation and food services followed by public administration, education and health
services. Information and communication activities, and financial and insurance services
have been the fastest growing sectors over the period 1996 — 2016, while the construction
sector has registered the highest volatility in activity growth over the same period. After
2008, output growth in all sectors, except agriculture and real estate activities, slowed down
significantly. Over the period 2009 — 2016, the contribution of services to GDP increased,
while the shares of the primary and secondary sectors declined.
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To take into account the presence of breaks in the variables of interest we include dummy
variables in the models described in section 2.1 and consider forecast combinations as
opposed to forecasts obtained using individual predictors. The stability of the forecasting
performance is briefly explored in section 5.3.

Next, some results from principal components analysis applied to a panel of 159 real
economy variables over the period 1995Q1 — 2016Q2 are discussed to give an idea of the
estimated factors that are included as predictors in the forecasting models; these factors
summarise information about domestic and foreign real economic conditions.!

Table 2 presents the marginal contribution of each factor (i.e. principal component) in
explaining the total variance in the 159 series. This contribution decreases substantially after
the second factor. The first factor explains 20% of the cross-section variation in the data,
while the first and second factor jointly contribute about 28% to the total variance; the first 12
factors account for 59% of variance in the dataset. Table 2 also shows three alternative
information criteria (ICP1, ICP2, ICP3) for the choice of the number of factors (see Bai and
Ng 2002). The number of factors estimated by each criterion is the one that corresponds to
the smallest value of the criterion. The first two criteria suggest a small number of factors,
namely two, whereas the third criterion estimates nine factors.

Figure 1 shows how each one of the 12 factors relates to the different categories of variables
in the dataset. Loosely speaking, Figure 1 can be interpreted as how the R%s from
regressions of factors on each of the series in the dataset (i.e. the percentage of the
variation in each factor explained by each variable) are distributed among the various
categories of variables. For example, the first two factors correlate mostly with foreign real
activity indicators, while the third one loads mainly on domestic activity and labour market
variables; the eighth factor represents, to a great extent, domestic activity series.?

11 The dataset is comprised of variables under the following categories shown in Table Al (Appendix):
domestic activity, excluding GDP (e.g. industrial production indices, volume index of retail trade,
building permits, cement sales, electricity production and consumption, registration of motor vehicles,
tourist arrivals), domestic labour market (e.g. employment, registered unemployed, unemployment
rate, vacancies), foreign activity and labour market (e.g. industrial production and unemployment rate
for the EU, the euro area and specific countries with which Cyprus has strong trade links).

12 In the pseudo out-of-sample forecasting exercises that follow, factors are estimated at each
iteration; only one factor at a time is included in each FAR or FADL model. The first eight factors are
used in the forecasting models at each iteration.
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TABLE 2

Estimation of factors

N Marginal Information criteria (ICP) for selecting the number of factors
umber of S
factors contrlb_utlon to total
variance (%) ICP1 ICP2 ICP3
0 _ -0.0118 -0.0118 -0.0118
1 20.0 -0.1627 -0.1549 -0.1829
2 7.8 -0.1926 -0.1771 -0.2330
3 4.7 -0.1870 -0.1638 -0.2476
4 4.3 -0.1801 -0.1492 -0.2610
5 3.6 -0.1665 -0.1279 -0.2676
6 3.5 -0.1548 -0.1084 -0.2760
7 3.0 -0.1382 -0.0840 -0.2796
8 2.8 -0.1190 -0.0571 -0.2807
9 2.6 -0.0990 -0.0295 -0.2809
10 2.4 -0.0784 -0.0010 -0.2805
11 2.3 -0.0569 0.0281 -0.2792
12 2.0 -0.0326 0.0602 -0.2751
Cumulative

contribution (%) Number of factors estimated by ICP

59.0 2 2 9

Notes: The number of series in the balanced panel is 159 and the number of time periods is 85 after transforming the series to
induce stationarity. The sum of squared residuals (idiosyncratic components) is 5482 and the total variance of the dataset is
13356.

The percentages are derived from the estimated eigenvalues of the data matrix.

FIGURE 1
Relation between factors and groups of variables in the dataset
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4. Forecasting performance

The single equation models described in section 2 are employed for forecasting the growth
rates of the production-side components of GDP i.e. GVA (constant prices) in 10 sectors of
economic activity, and import duties plus VAT. Forecasts for GDP growth are also
computed. The extensive dataset of domestic and foreign predictors used for estimation and
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forecasting, results in a large number of ADL and factor-augmented (FAR and FADL)
models and, therefore, forecasts for each variable of interest. Thus, we consider forecast
combinations of individual model forecasts as the stability of the forecasting performance of
models based on individual predictors could suffer (e.g. Stock and Watson 2003, 2004).

In the forecasting exercise we apply the following combination methods:

(@) Simple methods, namely the median, mean and trimmed mean, i.e. the mean after
discarding the highest and lowest 5% of the distribution of individual model forecasts.

(b) Methods based on models’ past forecasting performance using the discounted MSFE
and squared MSFE with weights given by equations (6) and (7), respectively, and
discount factor § = 0.9,0.95, 1.

The data used for recursive estimation and pseudo out-of-sample forecasting exercise cover
the period 1995Q1 — 2016Q2. The first estimation period consists of 24 observations; the
first pseudo out-of-sample forecast is constructed in quarter 2002Q1 for a horizon of one
guarter ahead; as the horizon increases the date on which the first forecast is constructed is
shifted forward by one quarter.*®

4.1 GVA growth: sectoral forecasts

Table 3 presents the results of the forecasting exercise for the growth rate of all components
that are presented in the production side of the quarterly national accounts. The forecasts
are computed from the following models/methods:

(@) univariate models;

(b) combinations of ADL and factor-augmented model forecasts estimated using all
predictors in the dataset;

(c) forecast combinations of ADL and factor-augmented model forecasts estimated using
a set of pre-selected predictors that are significantly correlated with the variable to be
forecasted.

The use of a large number of indicators for forecasting has spurred research on the effects

of pre-selecting predictors on forecasting performance (e.g. Ng 2013).!* Boivin and Ng

(2006) find that factors extracted from a set of 40 pre-screened indicators do not worsen the

the forecasting performance vis-a-vis the case that the full set of 147 series is used for factor

13 For each horizon h + 4 observations are lost due to the transformation of the dependent variable
and the number of lags in the models. Thus, in the notation of equation (4), T; is the date that
corresponds observation numbered 28 + h, i.e. 2002Q1 for h = 1, 2002Q2 for h = 2 and so on. For
combination forecasts based on past forecasting performance the first pseudo out-of-sample forecast
is constructed in 2002Q2 (for h = 1).

14 Preliminary testing for the selection of a sub-set of regressors from a larger set of variables is
known to distort subsequent statistical inference and introduce biases (e.g. Griffiths et al. 1993, Ch.
10). Moreover, evidence in favour of in-sample predictability might not necessarily translate into good
out-of-sample forecasting performance, although Inoue and Kilian (2004) explore explanations for this
discord arising in empirical analyses.
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estimation. They conclude that it is not simply the number of series in the panel that
determines estimation and forecasting efficiency but also the information quality of the panel
for factor estimates. The benefits of pre-selecting predictors on forecast accuracy are
documented in a number of empirical studies (e.g. Bai and Ng 2008 for US inflation;
Bullingan et al. 2015 for Italian GDP growth and its expenditure components; Caggiano et al.
2011 for GDP growth in large European countries and the euro area; Girardi et al. 2017 for
GDP growth in the euro area) and provide the motivation for considering subsets of the full
dataset pre-selected specifically for each component.®

Table 3 presents the square root of MSFE (RMSFE) of the different methods relative to that
of the random walk benchmark each component. The entries in bold indicate that the
performance of the model/method is superior vis-a-vis the naive benchmark and the
difference is statistically significant.

Not all sectors are associated with significant gains over the random walk model. For the
sectors of agriculture and public administration, education and health services, information
from macroeconomic time series does not increase the accuracy of the forecasts. For
industry, construction and trade, the improvement in the predictive accuracy due to the use
of economic and financial predictors is significant only for short horizons (up to four quarters
ahead). For construction, the simple AR(4) model leads to similar gains as combination
forecasts. In forecasting activity growth in the abovementioned sectors no noticeable error
reduction occurs from the use of pre-selected predictors.

For the sectors of professional and administrative services as well as other services,
macroeconomic and financial predictors significantly enhance the forecasting performance
only for one-quarter ahead forecasts. For the sector of information and communication,
some gains are achieved by incorporating information from other predictors in the
forecasting models, but the error reduction is significant only for two-quarter ahead
forecasts; nevertheless, the AR(1) model seems to be associated with the lowest errors (i.e.
significant MSFE reduction relative to the benchmark for horizons of two to five quarters).

15 The set of pre-selected predictors is determined by the statistical significance (at 10% level) of the
in-sample correlation coefficient between the growth rate of each variable of interest and each
predictor (current and lagged terms) in the dataset. Recursive correlation estimates reveal that the
numbers of pre-selected predictors from the different categories (e.g. domestic and foreign real
economy series, other domestic series, other foreign series) increase considerably after 2008 and
remain high up to the end of the sample period. Alternative pre-selection techniques (e.g. Ng 2013),
leading to sets of selected predictors different than those employed in this paper, could affect the
forecasting performance differently; such techniques could be explored in future work.
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TABLE 3

RMSFE relative to random walk, growth by component

Forecast horizon (quarters) 1 2 3 4 5 6 7 8
1. Agriculture, forestry and fishing, GVA

Random walk benchmark, RMSFE 8.83 9.16 9.12 10.77 11.00 11.17 11.30 11.72
AR(AIC) 0.97 1.01 1.00 1.06 1.06 1.06 1.04 1.01
AR(BIC) 1.00 1.00 1.00 1.04 1.00 1.00 1.04 1.00
AR(1) 0.96 0.98 0.94 0.95 1.00 0.99 1.00 1.00
AR(4) 0.97 0.96 1.01 1.06 1.06 1.06 1.03 1.03
Forecast combinations, all predictors

Median 1.03 1.00 1.07 1.13 1.07 1.09 1.07 1.04
Mean 1.02 1.02 1.10 1.15 1.10 1.10 1.09 1.06
Trimmed mean (5% trimming) 1.02 1.01 1.10 1.14 1.09 1.10 1.08 1.06
Discounted MSFE (0.90) 1.02 1.01 1.12 1.14 1.10 1.10 1.09 1.07
Discounted MSFE (0.95) 1.02 1.01 1.12 1.14 1.10 1.10 1.09 1.07
Discounted MSFE (1.00) 1.02 1.01 1.12 1.15 1.10 1.10 1.09 1.07
Squared discounted MSFE (0.90) 1.03 1.01 1.15 1.14 1.10 1.10 1.09 1.08
Squared discounted MSFE (0.95) 1.03 1.01 1.15 1.14 1.10 1.10 1.09 1.08
Squared discounted MSFE (1.00) 1.03 1.01 1.15 1.15 1.10 1.09 1.09 1.08
Forecast combinations, pre-selected predictors

Median 1.02 0.99 1.05 1.13 1.08 1.08 1.08 1.05
Mean 1.02 1.01 1.07 1.15 1.10 1.08 1.09 1.07
Trimmed mean (5% trimming) 1.02 1.00 1.06 1.14 1.09 1.08 1.08 1.06
Discounted MSFE (0.90) 1.02 1.01 1.07 1.15 1.10 1.09 1.09 1.07
Discounted MSFE (0.95) 1.02 1.01 1.07 1.15 1.10 1.09 1.09 1.07
Discounted MSFE (1.00) 1.02 1.01 1.07 1.15 1.10 1.09 1.09 1.07
Squared discounted MSFE (0.90) 1.02 1.00 1.07 1.14 1.10 1.10 1.09 1.08
Squared discounted MSFE (0.95) 1.02 1.00 1.07 1.14 1.10 1.09 1.09 1.08
Squared discounted MSFE (1.00) 1.02 1.00 1.07 1.15 1.10 1.09 1.09 1.08
2. Industry, GVA

Random walk benchmark, RMSFE 1.42 2.55 3.69 4.90 5.02 5.04 5.24 5.46
AR(AIC) 0.92 0.90 0.95 0.95 1.00 1.00 1.02 1.03
AR(BIC) 0.91 0.92 0.96 0.98 1.00 1.00 1.00 1.00
AR(1) 0.90 0.90 0.91 0.92 0.96 0.99 0.99 1.01
AR(4) 0.93 0.89 0.91 0.95 1.00 1.04 1.05 1.07
Forecast combinations, all predictors

Median 0.90 0.87 0.90 0.93 0.96 0.98 0.99 1.00
Mean 0.90 0.86 0.89 0.93 0.95 0.98 0.99 1.01
Trimmed mean (5% trimming) 0.90 0.86 0.90 0.93 0.96 0.98 0.98 1.00
Discounted MSFE (0.90) 0.89 0.85 0.89 0.92 0.94 0.97 0.99 1.01
Discounted MSFE (0.95) 0.89 0.86 0.89 0.92 0.94 0.97 0.99 1.01
Discounted MSFE (1.00) 0.89 0.86 0.89 0.92 0.95 0.97 0.99 1.01
Squared discounted MSFE (0.90) 0.89 0.85 0.89 0.92 0.94 0.97 0.99 1.02
Squared discounted MSFE (0.95) 0.89 0.85 0.89 0.92 0.94 0.97 0.99 1.02
Squared discounted MSFE (1.00) 0.89 0.86 0.90 0.93 0.94 0.97 0.99 1.02
Forecast combinations, pre-selected predictors

Median 0.89 0.86 0.88 0.92 0.95 0.97 0.97 0.99
Mean 0.89 0.85 0.87 0.90 0.92 0.96 0.97 1.00
Trimmed mean (5% trimming) 0.89 0.85 0.88 0.91 0.94 0.96 0.97 0.99
Discounted MSFE (0.90) 0.88 0.84 0.86 0.89 0.91 0.95 0.97 1.00
Discounted MSFE (0.95) 0.88 0.84 0.86 0.89 0.92 0.95 0.97 1.00
Discounted MSFE (1.00) 0.88 0.84 0.86 0.90 0.92 0.95 0.97 1.00
Squared discounted MSFE (0.90) 0.87 0.83 0.84 0.88 0.90 0.94 0.98 1.02
Squared discounted MSFE (0.95) 0.87 0.83 0.85 0.88 0.90 0.95 0.98 1.02
Squared discounted MSFE (1.00) 0.87 0.84 0.85 0.89 0.91 0.95 0.99 1.02
3. Construction, GVA

Random walk benchmark, RMSFE 6.19 9.78 13.95 18.69 19.51 20.32 21.32 22.41
AR(AIC) 0.77 0.80 0.79 0.86 0.86 0.91 0.92 0.97
AR(BIC) 0.78 0.81 0.84 0.92 0.93 0.97 0.98 0.99
AR(1) 0.91 0.91 0.88 0.99 0.94 0.96 0.97 0.98
AR(4) 0.79 0.79 0.79 0.84 0.85 0.91 0.93 0.98
Forecast combinations, all predictors

Median 0.80 0.81 0.82 0.91 0.90 0.93 0.94 0.97
Mean 0.80 0.81 0.82 0.92 0.91 0.93 0.94 0.97
Trimmed mean (5% trimming) 0.80 0.81 0.83 0.93 0.92 0.94 0.95 0.97
Discounted MSFE (0.90) 0.80 0.81 0.82 0.92 0.91 0.93 0.94 0.97
Discounted MSFE (0.95) 0.80 0.81 0.83 0.93 0.91 0.93 0.94 0.97
Discounted MSFE (1.00) 0.80 0.81 0.83 0.93 0.91 0.93 0.94 0.97
Squared discounted MSFE (0.90) 0.79 0.81 0.82 0.92 0.91 0.93 0.95 0.98
Squared discounted MSFE (0.95) 0.79 0.81 0.83 0.93 0.91 0.93 0.95 0.97
Squared discounted MSFE (1.00) 0.79 0.81 0.83 0.93 0.91 0.93 0.95 0.97
Forecast combinations, pre-selected predictors

Median 0.79 0.81 0.81 0.90 0.89 0.92 0.93 0.96
Mean 0.80 0.81 0.81 0.90 0.88 0.90 0.92 0.95
Trimmed mean (5% trimming) 0.80 0.81 0.82 0.91 0.90 0.92 0.93 0.96
Discounted MSFE (0.90) 0.80 0.81 0.81 0.90 0.88 0.90 0.92 0.96
Discounted MSFE (0.95) 0.80 0.81 0.81 0.90 0.88 0.90 0.92 0.95
Discounted MSFE (1.00) 0.80 0.81 0.81 0.90 0.88 0.90 0.92 0.95
Squared discounted MSFE (0.90) 0.80 0.81 0.81 0.90 0.87 0.89 0.91 0.96
Squared discounted MSFE (0.95) 0.80 0.81 0.82 0.90 0.88 0.89 0.91 0.95
Squared discounted MSFE (1.00) 0.80 0.81 0.82 0.90 0.88 0.90 0.91 0.95
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TABLE 3 (continued)

Forecast horizon (quarters) 1 2 3 4 5 6 7 8
4. Trade, transport, accommodation & food, GVA

Random walk benchmark, RMSFE 1.44 2.49 3.59 4.86 5.19 5.45 5.70 6.00
AR(AIC) 0.89 0.88 0.90 0.96 0.98 0.99 1.00 1.00
AR(BIC) 0.92 0.93 0.95 0.99 1.00 1.00 1.00 1.00
AR(1) 0.94 0.95 0.92 0.95 0.96 0.96 0.99 0.99
AR(4) 0.87 0.88 0.88 0.91 0.95 0.98 1.00 1.01
Forecast combinations, all predictors

Median 0.79 0.77 0.80 0.86 0.93 0.98 1.00 1.01
Mean 0.78 0.73 0.77 0.84 0.90 0.97 1.00 1.02
Trimmed mean (5% trimming) 0.78 0.74 0.79 0.85 0.91 0.98 1.01 1.03
Discounted MSFE (0.90) 0.77 0.73 0.78 0.84 0.91 0.96 1.00 1.03
Discounted MSFE (0.95) 0.78 0.74 0.78 0.84 0.92 0.97 1.00 1.03
Discounted MSFE (1.00) 0.78 0.74 0.78 0.84 0.92 0.97 1.00 1.03
Squared discounted MSFE (0.90) 0.86 0.72 0.79 0.84 0.99 0.96 1.00 1.03
Squared discounted MSFE (0.95) 0.86 0.73 0.80 0.85 1.00 0.97 1.00 1.03
Squared discounted MSFE (1.00) 0.86 0.73 0.80 0.85 1.00 0.97 1.00 1.03
Forecast combinations, pre-selected predictors

Median 0.77 0.74 0.77 0.85 0.92 0.98 1.00 1.01
Mean 0.76 0.71 0.75 0.82 0.89 0.96 1.00 1.02
Trimmed mean (5% trimming) 0.77 0.73 0.76 0.84 0.90 0.97 1.00 1.03
Discounted MSFE (0.90) 0.77 0.72 0.75 0.81 0.87 0.95 0.99 1.02
Discounted MSFE (0.95) 0.77 0.72 0.75 0.82 0.88 0.96 1.00 1.03
Discounted MSFE (1.00) 0.77 0.73 0.76 0.82 0.88 0.96 1.00 1.03
Squared discounted MSFE (0.90) 0.87 0.75 0.75 0.82 0.86 0.94 0.99 1.02
Squared discounted MSFE (0.95) 0.87 0.76 0.76 0.82 0.87 0.95 0.99 1.02
Squared discounted MSFE (1.00) 0.87 0.76 0.77 0.83 0.88 0.96 1.00 1.03
5. Information and communication, GVA

Random walk benchmark, RMSFE 3.40 5.52 7.63 9.41 9.87 9.65 9.24 9.77
AR(AIC) 0.98 0.92 0.95 0.96 0.99 1.07 1.07 1.04
AR(BIC) 0.99 0.88 0.96 0.98 0.98 1.00 1.01 1.01
AR(1) 0.99 0.91 0.94 0.95 0.96 0.99 0.97 1.00
AR(4) 0.97 0.89 0.95 1.00 1.05 1.12 1.10 1.07
Forecast combinations, all predictors

Median 0.97 0.90 0.95 0.97 0.97 1.08 1.05 1.04
Mean 0.98 0.89 0.95 0.98 0.99 1.08 1.07 1.07
Trimmed mean (5% trimming) 0.98 0.89 0.96 0.98 0.98 1.08 1.06 1.06
Discounted MSFE (0.90) 0.98 0.90 0.94 0.97 0.98 1.07 1.05 1.06
Discounted MSFE (0.95) 0.98 0.90 0.94 0.97 0.98 1.07 1.06 1.06
Discounted MSFE (1.00) 0.98 0.90 0.94 0.98 0.99 1.07 1.06 1.06
Squared discounted MSFE (0.90) 0.97 0.91 0.95 0.96 0.98 1.06 1.06 1.07
Squared discounted MSFE (0.95) 0.97 0.91 0.95 0.97 0.99 1.06 1.06 1.07
Squared discounted MSFE (1.00) 0.97 0.91 0.95 0.97 0.99 1.07 1.06 1.08
Forecast combinations, pre-selected predictors

Median 1.00 0.90 0.93 0.93 0.92 1.02 0.98 1.03
Mean 1.00 0.90 0.93 0.95 0.93 1.03 1.00 1.07
Trimmed mean (5% trimming) 1.00 0.91 0.93 0.95 0.93 1.03 1.00 1.05
Discounted MSFE (0.90) 0.99 0.90 0.92 0.94 0.95 1.04 1.00 1.05
Discounted MSFE (0.95) 0.99 0.90 0.92 0.94 0.95 1.04 1.01 1.05
Discounted MSFE (1.00) 1.00 0.90 0.92 0.94 0.95 1.04 1.01 1.05
Squared discounted MSFE (0.90) 0.99 0.91 0.93 0.94 0.98 1.04 1.01 1.04
Squared discounted MSFE (0.95) 0.99 0.91 0.93 0.94 0.98 1.04 1.01 1.04
Squared discounted MSFE (1.00) 1.00 0.91 0.93 0.94 0.98 1.04 1.01 1.04
6. Financial and insurance activities, GVA

Random walk benchmark, RMSFE 2.53 4.47 6.36 8.32 8.65 9.01 9.37 9.80
AR(AIC) 0.47 0.63 0.70 0.76 0.84 0.82 0.82 0.82
AR(BIC) 0.47 0.66 0.75 0.75 0.84 0.81 0.79 0.79
AR(1) 0.52 0.68 0.75 0.75 0.84 0.81 0.79 0.79
AR(4) 0.46 0.60 0.70 0.73 0.83 0.84 0.83 0.83
Forecast combinations, all predictors

Median 0.47 0.63 0.74 0.75 0.83 0.80 0.77 0.79
Mean 0.47 0.63 0.74 0.76 0.82 0.78 0.75 0.76
Trimmed mean (5% trimming) 0.47 0.63 0.74 0.76 0.82 0.78 0.76 0.77
Discounted MSFE (0.90) 0.46 0.62 0.74 0.75 0.81 0.77 0.74 0.76
Discounted MSFE (0.95) 0.46 0.62 0.74 0.75 0.81 0.78 0.74 0.76
Discounted MSFE (1.00) 0.46 0.62 0.74 0.75 0.81 0.78 0.75 0.76
Squared discounted MSFE (0.90) 0.46 0.64 0.76 0.75 0.81 0.80 0.73 0.75
Squared discounted MSFE (0.95) 0.46 0.64 0.75 0.75 0.81 0.80 0.74 0.76
Squared discounted MSFE (1.00) 0.46 0.64 0.75 0.75 0.81 0.80 0.75 0.77
Forecast combinations, pre-selected predictors

Median 0.46 0.62 0.73 0.74 0.81 0.78 0.76 0.77
Mean 0.46 0.61 0.72 0.74 0.80 0.76 0.73 0.75
Trimmed mean (5% trimming) 0.46 0.61 0.72 0.74 0.80 0.76 0.74 0.76
Discounted MSFE (0.90) 0.45 0.60 0.72 0.73 0.79 0.75 0.72 0.74
Discounted MSFE (0.95) 0.45 0.60 0.72 0.73 0.79 0.75 0.73 0.74
Discounted MSFE (1.00) 0.45 0.60 0.72 0.73 0.79 0.75 0.73 0.75
Squared discounted MSFE (0.90) 0.44 0.59 0.74 0.74 0.79 0.74 0.72 0.75
Squared discounted MSFE (0.95) 0.44 0.59 0.74 0.74 0.79 0.75 0.73 0.76
Squared discounted MSFE (1.00) 0.44 0.60 0.73 0.74 0.79 0.75 0.74 0.77
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TABLE 3 (continued)

Forecast horizon (quarters) 1 2 3 4 5 6 7 8
7. Real estate activities, GVA

Random walk benchmark, RMSFE 0.51 1.04 1.57 2.13 2.23 2.33 2.42 2.54
AR(AIC) 0.49 0.57 0.65 0.63 0.72 0.74 0.79 0.80
AR(BIC) 0.47 0.55 0.65 0.63 0.72 0.76 0.86 0.87
AR(1) 0.43 0.49 0.57 0.65 0.74 0.80 0.83 0.85
AR(4) 0.48 0.56 0.64 0.62 0.72 0.73 0.79 0.80
Forecast combinations, all predictors

Median 0.48 0.56 0.64 0.62 0.71 0.72 0.78 0.80
Mean 0.48 0.56 0.63 0.61 0.69 0.71 0.78 0.81
Trimmed mean (5% trimming) 0.48 0.56 0.63 0.62 0.70 0.72 0.78 0.81
Discounted MSFE (0.90) 0.48 0.56 0.63 0.61 0.68 0.71 0.77 0.81
Discounted MSFE (0.95) 0.48 0.56 0.63 0.61 0.68 0.71 0.77 0.81
Discounted MSFE (1.00) 0.48 0.56 0.63 0.61 0.69 0.71 0.78 0.81
Squared discounted MSFE (0.90) 0.48 0.56 0.62 0.61 0.68 0.71 0.77 0.81
Squared discounted MSFE (0.95) 0.48 0.56 0.62 0.61 0.68 0.71 0.77 0.81
Squared discounted MSFE (1.00) 0.48 0.55 0.62 0.61 0.69 0.71 0.78 0.81
Forecast combinations, pre-selected predictors

Median 0.47 0.56 0.63 0.61 0.70 0.72 0.78 0.80
Mean 0.47 0.56 0.62 0.60 0.67 0.69 0.76 0.80
Trimmed mean (5% trimming) 0.47 0.56 0.62 0.61 0.68 0.70 0.77 0.80
Discounted MSFE (0.90) 0.47 0.55 0.61 0.58 0.66 0.68 0.76 0.80
Discounted MSFE (0.95) 0.47 0.55 0.61 0.59 0.66 0.68 0.76 0.80
Discounted MSFE (1.00) 0.47 0.55 0.61 0.59 0.66 0.68 0.76 0.80
Squared discounted MSFE (0.90) 0.47 0.55 0.60 0.57 0.64 0.68 0.76 0.81
Squared discounted MSFE (0.95) 0.47 0.55 0.61 0.58 0.65 0.68 0.76 0.81
Squared discounted MSFE (1.00) 0.47 0.55 0.61 0.58 0.65 0.68 0.76 0.81
8. Professional and administrative activities, GVA

Random walk benchmark, RMSFE 1.80 3.05 4.22 5.13 5.23 5.38 5.49 5.50
AR(AIC) 0.98 0.98 0.98 0.99 1.03 1.03 1.03 1.00
AR(BIC) 1.00 1.02 1.02 1.01 1.00 1.02 0.99 1.00
AR(1) 0.96 0.95 0.95 0.97 1.01 1.04 1.04 1.03
AR(4) 0.98 0.96 0.99 1.01 1.03 1.05 1.05 1.03
Forecast combinations, all predictors

Median 0.92 0.95 0.94 0.97 0.99 1.02 1.02 1.02
Mean 0.92 0.93 0.95 0.97 1.02 1.05 1.06 1.07
Trimmed mean (5% trimming) 0.92 0.93 0.94 0.97 1.00 1.03 1.05 1.06
Discounted MSFE (0.90) 0.91 0.93 0.96 0.96 1.00 1.05 1.08 1.10
Discounted MSFE (0.95) 0.91 0.93 0.96 0.97 1.01 1.05 1.08 1.10
Discounted MSFE (1.00) 0.91 0.93 0.95 0.97 1.01 1.06 1.08 1.10
Squared discounted MSFE (0.90) 0.91 0.93 0.99 0.97 1.10 1.06 1.11 1.15
Squared discounted MSFE (0.95) 0.91 0.92 0.98 0.97 1.10 1.07 1.11 1.15
Squared discounted MSFE (1.00) 0.91 0.92 0.97 0.98 111 1.07 1.11 1.15
Forecast combinations, pre-selected predictors

Median 0.91 0.93 0.93 0.95 0.98 1.01 1.02 1.03
Mean 0.90 0.92 0.94 0.96 1.00 1.04 1.05 1.08
Trimmed mean (5% trimming) 0.90 0.92 0.93 0.95 0.99 1.02 1.04 1.06
Discounted MSFE (0.90) 0.90 0.91 0.95 0.95 0.99 1.04 1.07 1.11
Discounted MSFE (0.95) 0.90 0.91 0.95 0.95 0.99 1.04 1.07 1.11
Discounted MSFE (1.00) 0.90 0.92 0.95 0.96 1.00 1.05 1.07 1.11
Squared discounted MSFE (0.90) 0.89 0.92 0.98 0.95 0.98 1.06 1.10 1.14
Squared discounted MSFE (0.95) 0.89 0.92 0.97 0.95 0.99 1.06 1.11 1.14
Squared discounted MSFE (1.00) 0.90 0.92 0.96 0.96 1.00 1.06 1.11 1.15
9. Public administration education and health, GVA

Random walk benchmark, RMSFE 1.60 1.73 2.08 2.75 2.89 2.96 3.10 3.23
AR(AIC) 1.16 1.30 1.27 1.47 1.04 1.08 1.02 1.07
AR(BIC) 1.16 1.30 1.23 1.47 1.04 1.05 1.02 1.01
AR(1) 1.07 0.97 1.04 1.04 1.04 1.05 1.01 1.02
AR(4) 1.13 1.40 1.24 1.49 1.09 1.08 1.04 1.09
Forecast combinations, all predictors

Median 1.22 1.19 1.20 1.41 1.02 1.06 1.02 1.05
Mean 1.23 1.19 1.19 1.34 1.02 1.05 1.01 1.04
Trimmed mean (5% trimming) 1.24 1.18 1.19 1.35 1.02 1.05 1.01 1.04
Discounted MSFE (0.90) 1.24 1.15 1.19 1.15 1.01 1.04 1.00 1.03
Discounted MSFE (0.95) 1.24 1.16 1.19 1.16 1.01 1.04 1.00 1.03
Discounted MSFE (1.00) 1.24 1.16 1.19 1.16 1.01 1.04 1.00 1.03
Squared discounted MSFE (0.90) 1.24 1.26 1.19 1.04 1.00 1.04 1.00 1.02
Squared discounted MSFE (0.95) 1.24 1.27 1.19 1.05 1.00 1.04 1.00 1.02
Squared discounted MSFE (1.00) 1.24 1.27 1.19 1.06 1.00 1.03 1.00 1.02
Forecast combinations, pre-selected predictors

Median 1.24 1.16 1.19 1.38 1.02 1.06 1.02 1.04
Mean 1.26 1.18 1.19 1.31 1.02 1.05 1.01 1.03
Trimmed mean (5% trimming) 1.26 1.18 1.18 1.32 1.01 1.05 1.01 1.04
Discounted MSFE (0.90) 1.26 1.16 1.19 1.12 1.01 1.04 0.99 1.02
Discounted MSFE (0.95) 1.26 1.16 1.19 1.12 1.01 1.04 0.99 1.02
Discounted MSFE (1.00) 1.26 1.16 1.19 1.13 1.00 1.03 0.99 1.02
Squared discounted MSFE (0.90) 1.27 1.26 1.19 1.01 1.00 1.03 0.98 1.01
Squared discounted MSFE (0.95) 1.27 1.26 1.20 1.03 1.00 1.03 0.98 1.01
Squared discounted MSFE (1.00) 1.27 1.27 1.20 1.04 1.00 1.03 0.97 1.01

23



TABLE 3 (continued)

Forecast horizon (quarters) 1 2 3 4 5 6 7 8
10. Other services, GVA

Random walk benchmark, RMSFE 1.74 3.07 4.54 6.09 6.27 6.49 6.70 6.98
AR(AIC) 0.92 0.96 0.97 1.09 1.14 1.17 1.16 1.14
AR(BIC) 0.97 0.93 0.95 1.09 1.13 117 1.15 1.13
AR(1) 0.92 0.86 0.87 0.94 0.99 1.02 1.03 1.04
AR(4) 0.93 0.93 0.97 1.09 1.14 117 1.16 1.14
Forecast combinations, all predictors

Median 0.91 0.90 0.91 1.05 111 1.15 1.12 1.12
Mean 0.89 0.89 0.91 1.03 1.09 1.13 1.11 1.11
Trimmed mean (5% trimming) 0.90 0.89 0.91 1.04 1.10 1.14 1.11 1.11
Discounted MSFE (0.90) 0.89 0.90 0.91 1.03 1.09 1.13 1.11 1.11
Discounted MSFE (0.95) 0.89 0.90 0.91 1.03 1.09 1.13 111 111
Discounted MSFE (1.00) 0.89 0.90 0.91 1.03 1.09 1.14 1.11 1.11
Squared discounted MSFE (0.90) 0.89 0.89 0.91 1.06 1.09 1.13 111 111
Squared discounted MSFE (0.95) 0.89 0.89 0.91 1.06 1.09 1.13 111 111
Squared discounted MSFE (1.00) 0.90 0.90 0.91 1.06 1.10 1.14 1.11 1.11
Forecast combinations, pre-selected predictors

Median 0.90 0.89 0.89 1.02 1.09 1.13 1.11 1.10
Mean 0.89 0.89 0.89 1.01 1.07 111 1.09 1.10
Trimmed mean (5% trimming) 0.89 0.89 0.89 1.01 1.07 1.11 1.09 1.09
Discounted MSFE (0.90) 0.89 0.88 0.89 1.00 1.06 111 1.09 1.10
Discounted MSFE (0.95) 0.89 0.88 0.90 1.01 1.07 1.11 1.09 1.10
Discounted MSFE (1.00) 0.89 0.89 0.90 1.01 1.07 112 1.09 1.10
Squared discounted MSFE (0.90) 0.88 0.87 0.90 1.01 1.06 1.10 1.08 1.09
Squared discounted MSFE (0.95) 0.88 0.87 0.90 1.01 1.06 111 1.09 1.10
Squared discounted MSFE (1.00) 0.89 0.88 0.91 1.02 1.07 1.12 1.10 1.10
11. Import duties and VAT

Random walk benchmark, RMSFE 2.34 3.42 3.99 4.33 4.37 4.62 4.85 5.10
AR(AIC) 0.92 0.92 0.98 0.99 1.02 1.01 1.04 1.00
AR(BIC) 0.96 1.01 0.97 1.01 1.00 1.00 1.04 1.00
AR(1) 1.05 1.00 0.97 0.99 1.02 1.02 1.06 1.00
AR(4) 0.92 0.90 0.91 0.95 1.00 1.04 1.03 0.98
Forecast combinations, all predictors

Median 0.91 0.88 0.89 0.93 0.97 1.00 1.01 0.99
Mean 0.90 0.87 0.86 0.91 0.94 0.98 1.00 0.99
Trimmed mean (5% trimming) 0.90 0.87 0.87 0.92 0.95 1.00 1.01 0.99
Discounted MSFE (0.90) 0.91 0.86 0.85 0.90 0.94 0.98 1.00 0.99
Discounted MSFE (0.95) 0.91 0.86 0.85 0.90 0.94 0.98 1.00 0.99
Discounted MSFE (1.00) 0.91 0.86 0.85 0.90 0.94 0.98 1.00 0.99
Squared discounted MSFE (0.90) 0.92 0.84 0.83 0.89 0.93 0.98 1.00 1.00
Squared discounted MSFE (0.95) 0.92 0.85 0.83 0.89 0.93 0.98 1.00 1.00
Squared discounted MSFE (1.00) 0.92 0.85 0.83 0.89 0.93 0.98 1.00 1.00
Forecast combinations, pre-selected predictors

Median 0.90 0.86 0.86 0.89 0.94 0.98 1.00 0.98
Mean 0.90 0.84 0.83 0.86 0.90 0.95 0.97 0.97
Trimmed mean (5% trimming) 0.90 0.85 0.84 0.88 0.92 0.97 0.99 0.98
Discounted MSFE (0.90) 0.90 0.84 0.82 0.85 0.90 0.94 0.97 0.97
Discounted MSFE (0.95) 0.90 0.84 0.82 0.86 0.90 0.94 0.97 0.97
Discounted MSFE (1.00) 0.90 0.84 0.82 0.86 0.90 0.94 0.97 0.97
Squared discounted MSFE (0.90) 0.91 0.83 0.81 0.85 0.89 0.93 0.96 0.97
Squared discounted MSFE (0.95) 0.91 0.83 0.81 0.86 0.89 0.93 0.96 0.97
Squared discounted MSFE (1.00) 0.91 0.84 0.81 0.86 0.90 0.93 0.96 0.97

Notes: Entries in bold denote statistical significance at 10% level of the modified Diebold-Mariano test of equal forecast
accuracy (Diebold and Mariano 1995; Harvey et al. 1997). The tests compare the forecast errors from the benchmark model
(random walk) to those from the forecast combinations or univariate models shown in the table.

AR(AIC) and AR(BIC) denote the autoregressive models with lag length selected using the Akaike and Bayesian information
criteria, respectively; AR(1) and AR(4) are the autoregressive models of order one and four, respectively.

For the discounted and squared discounted MSFE forecast combination methods the discount factor is given in parentheses.

Information from macroeconomic and financial predictors improves on the accuracy of naive
forecasts in the case of financial and insurance activities, real estate activities, and import
duties. Moreover, forecasts for the abovementioned components based on a set of pre-
selected predictors are associated with somewhat lower error than forecasts computed using
the full dataset. In the financial and insurance sector, the improvements over the random
walk model are significant for short (one and two) and longer (six to eight) horizons. In the
sector of real estate activities, the MSFE reduction vis-a-vis the benchmark is found to be
statistically significant for one- to four-quarter ahead forecasts. Combination forecasts for the
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growth rate of import duties generate gains that are significant for horizons of two to four
quarters.

4.2 GDP growth: direct approach vs bottom-up approach

The models and forecast combinations discussed in section 2 are also applied to modelling
and forecasting GDP growth. The direct approach to GDP forecasting amounts to directly
computing the forecasts from GDP growth models (univariate, ADL, factor-augmented).
Alternatively, a bottom-up approach to forecasting GDP can be employed whereby GDP
growth forecasts can be computed by aggregating the component forecasts obtained from
models for the production-side components. In the second instance, the resulting GDP
growth forecasts are known as bottom-up forecasts, i.e. they are constructed by adding up
the forecasts for all the production-side components of GDP.

We compute a bottom-up GDP growth forecast by aggregating the component forecasts
obtained via forecast combinations, i.e.

5(GDP,k) _ S 5(s,k)
Zt+h - S=1Zt+h

where Z“t(i'f? is the forecasted level of component s implied by the corresponding component
growth forecast for period t+ h based on forecast combination k, constructed with
information up to period t; Z”t(fﬁp'k) is the resulting forecast for the level of GDP, which is

transformed into growth rate prior to evaluating the forecasting performance.®

Table 4 compares the performance of GDP growth forecasts from the direct and bottom-up
approaches. The benchmark for comparisons is the random walk model for GDP. The
entries in bold indicate a superior performance vis-a-vis the naive benchmark, with the
difference in performance being statistically significant.

The use of information from macroeconomic and financial indicators enhances the accuracy
of GDP growth forecasts. Both direct and bottom-up approaches yield gains over the random
walk benchmark and, in most cases, over the autoregressive models for GDP growth;
nevertheless, the forecast gains decline towards the end of the horizon.

16 Another method of computing bottom-up GDP forecasts is by aggregating the component forecasts
obtained from the individual single equation models (as opposed to forecast combinations) and
subsequently combining the individual aggregate forecasts using combination methods, as discussed
in the Appendix (section A3). For brevity, the results of this method are presented in the Appendix
(Table A2) as the forecasting performance is very similar to that of the bottom-up approach discussed
in this section.
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TABLE 4

RMSFE relative to random walk, GDP growth

Forecast horizon (quarters) 1 2 3 4 5 6 7 8

Direct approach

Random walk benchmark, RMSFE 1.10 2.09 3.15 4.25 4.46 4.68 4.92 5.17
AR(AIC) 0.81 0.78 0.77 0.78 0.84 0.90 0.92 0.95
AR(BIC) 0.82 0.77 0.76 0.82 0.91 0.98 0.99 0.99
AR(1) 0.90 0.84 0.84 0.84 0.89 0.92 0.94 0.96
AR(4) 0.79 0.76 0.75 0.78 0.86 0.92 0.94 0.97
Forecast combinations, all predictors

Median 0.74 0.70 0.71 0.76 0.84 0.91 0.92 0.95
Mean 0.73 0.68 0.69 0.74 0.82 0.89 0.91 0.95
Trimmed mean (5% trimming) 0.73 0.68 0.70 0.75 0.84 0.90 0.92 0.96
Discounted MSFE (0.90) 0.72 0.66 0.70 0.73 0.81 0.88 0.91 0.95
Discounted MSFE (0.95) 0.73 0.67 0.70 0.73 0.81 0.88 0.91 0.95
Discounted MSFE (1.00) 0.73 0.67 0.70 0.73 0.82 0.89 0.91 0.95
Squared discounted MSFE (0.90) 0.72 0.65 0.70 0.72 0.79 0.86 0.90 0.95
Squared discounted MSFE (0.95) 0.73 0.65 0.70 0.73 0.80 0.88 0.91 0.95
Squared discounted MSFE (1.00) 0.74 0.65 0.71 0.73 0.81 0.88 0.91 0.95
Forecast combinations, pre-selected predictors

Median 0.73 0.68 0.69 0.74 0.83 0.90 0.92 0.95
Mean 0.72 0.66 0.68 0.72 0.81 0.88 0.90 0.94
Trimmed mean (5% trimming) 0.72 0.67 0.69 0.74 0.82 0.90 0.92 0.95
Discounted MSFE (0.90) 0.72 0.65 0.67 0.71 0.79 0.86 0.90 0.94
Discounted MSFE (0.95) 0.72 0.65 0.67 0.72 0.79 0.87 0.90 0.94
Discounted MSFE (1.00) 0.73 0.65 0.67 0.72 0.80 0.87 0.90 0.94
Squared discounted MSFE (0.90) 0.71 0.64 0.66 0.70 0.76 0.83 0.89 0.94
Squared discounted MSFE (0.95) 0.72 0.64 0.66 0.71 0.78 0.85 0.89 0.95
Squared discounted MSFE (1.00) 0.72 0.64 0.66 0.71 0.79 0.86 0.90 0.95

Bottom-up approach

Based on the following component forecast

combinations, (all predictors):

Median 0.78 0.75 0.80 0.88 0.91 0.96 0.98 1.01
Mean 0.78 0.73 0.78 0.87 0.89 0.95 0.97 1.01
Trimmed mean (5% trimming) 0.78 0.74 0.79 0.87 0.90 0.96 0.98 1.01
Discounted MSFE (0.90) 0.78 0.72 0.77 0.85 0.88 0.94 0.97 1.01
Discounted MSFE (0.95) 0.78 0.73 0.78 0.86 0.88 0.94 0.97 1.01
Discounted MSFE (1.00) 0.78 0.73 0.78 0.86 0.88 0.94 0.98 1.01
Squared discounted MSFE (0.90) 0.80 0.72 0.77 0.84 0.87 0.93 0.97 1.01
Squared discounted MSFE (0.95) 0.81 0.73 0.77 0.85 0.88 0.94 0.97 1.02
Squared discounted MSFE (1.00) 0.81 0.74 0.78 0.85 0.89 0.94 0.98 1.02

Based on the following component forecast
combinations (pre-selected predictors):

Median 0.76 0.73 0.77 0.84 0.88 0.94 0.96 1.00
Mean 0.75 0.71 0.75 0.82 0.86 0.92 0.95 0.99
Trimmed mean (5% trimming) 0.76 0.72 0.76 0.84 0.87 0.93 0.96 1.00
Discounted MSFE (0.90) 0.76 0.70 0.74 0.81 0.84 0.91 0.94 0.99
Discounted MSFE (0.95) 0.76 0.71 0.74 0.81 0.85 0.91 0.95 1.00
Discounted MSFE (1.00) 0.76 0.71 0.75 0.82 0.85 0.91 0.95 1.00
Squared discounted MSFE (0.90) 0.77 0.70 0.73 0.79 0.82 0.89 0.94 0.99
Squared discounted MSFE (0.95) 0.78 0.71 0.74 0.80 0.83 0.90 0.94 1.00
Squared discounted MSFE (1.00) 0.79 0.72 0.74 0.81 0.84 0.91 0.95 1.00

Notes: Entries in bold denote statistical significance at 10% level of the modified Diebold-Mariano test of equal forecast
accuracy (Diebold and Mariano 1995; Harvey et al. 1997). The tests compare the forecast errors from the benchmark model
(random walk) to those from the forecast combinations or univariate models shown in the table.

AR(AIC) and AR(BIC) denote the autoregressive models with lag length selected using the Akaike and Bayesian information
criteria, respectively; AR(1) and AR(4) are the autoregressive models of order one and four, respectively.

For the discounted and squared discounted MSFE forecast combination methods the discount factor is given in parentheses.

GDP growth forecasts from the direct approach, constructed using forecast combinations are
significantly more precise than the naive forecasts for horizons of one to five quarters.
Discounted MSFE combination methods from the direct approach seem to generate
somewhat lower relative errors. In the direct approach, combination forecasts computed
from a set of pre-selected predictors highly correlated with GDP growth, lead to marginal
improvements in the forecasting performance vis-a-vis combinations of aggregate forecasts
incorporating information from the full set of indicators.
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Bottom-up GDP growth forecasts lead to significantly lower RMSE than the naive forecasts
from the direct approach for horizons of up to five quarters ahead. Bottom-up forecasts
based on pre-selected predictors for each sector are associated with lower forecast error
than bottom-up forecasts that make use of all predictors in the dataset.

To determine whether the difference in the forecasting performance of direct and bottom-up
approaches is statistically significant we carry out hypothesis tests. We test whether the
forecasting performance (measured by the mean squared error) of the squared discounted
MSFE (with discount factor equal to 0.90) combinations of GDP growth forecasts computed
directly using all available predictors, is the same as that of the other forecasting methods
from the two approaches presented in Table 4. This hypothesis is tested against the
alternative of lower mean squared error in the case of the abovementioned squared
discounted MSFE forecast combination. The reason for choosing this particular forecast
combination as the benchmark is because it is the combination with the smallest relative
RMSE for all horizons that incorporates information from all predictors in the dataset (Table
4); it is also the method that has been applied to compute the GDP growth projections
published by the Economics Research Centre. The comparison of the forecasting
performance is shown in Table 5; the entries in bold indicate that the difference in terms of
predictive accuracy between the benchmark and the method tested is statistically significant,
with the mean square error of the benchmark being smaller.t’

Looking at the combination methods in the case of the direct approach, we find that the
difference in predictive performance between the benchmark and forecast combinations
based on all the predictors is statistically significant for simple combinations and discounted
MSFE combinations (with discount factor 0.90 and 0.95) when forecasts are computed two
guarters ahead. The forecast accuracy of combinations based on a sub-set of predictors that
are significantly correlated with GDP growth, does not differ from that of the benchmark.

The forecasting performance of the bottom-up approach is in general inferior to that of the
benchmark and therefore forecasts from the direct approach. Bottom-up forecasts computed
using information from all predictors in the dataset are significantly worse than the directly
generated benchmark forecasts for the largest part of the horizon. Nevertheless, bottom-up
forecasts constructed using pre-selected predictors for each sector and squared discounted
combinations for the component forecasts, are not found to significantly differ from the
benchmark forecasts in terms of precision.

17 The results from the alternative method of computing bottom-up GDP growth forecasts described in
footnote 16 and in the Appendix (section A3) are shown in Table A3 (Appendix).
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TABLES

RMSFE relative to squared discounted MSFE (0.90) combination from the direct approach,

GDP growth
Forecast horizon (quarters) 1 2 3 4 5 6 7 8
Direct approach
Forecast combinations, all predictors
Benchmark: Squared discounted MSFE (0.90), RMSFE 0.80 1.36 2.21 3.08 3.52 4.05 4.44 492
Median 1.02 1.07 1.01 1.05 1.06 1.05 1.02 1.00
Mean 1.00 1.04 0.99 1.03 1.04 1.03 1.01 1.00
Trimmed mean (5% trimming) 1.01 1.05 1.00 1.04 1.06 1.05 1.02 1.01
Discounted MSFE (0.90) 1.00 1.02 0.99 1.01 1.03 1.02 1.01 1.00
Discounted MSFE (0.95) 1.00 1.02 0.99 1.01 1.03 1.02 1.01 1.00
Discounted MSFE (1.00) 1.01 1.03 0.99 1.02 1.03 1.03 1.01 1.00
Squared discounted MSFE (0.95) 1.01 1.00 1.00 1.01 1.01 1.01 1.01 1.00
Squared discounted MSFE (1.00) 1.02 1.01 1.00 1.01 1.02 1.02 1.01 1.00
Forecast combinations, pre-selected predictors
Median 1.01 1.04 0.98 1.03 1.05 1.04 1.02 1.00
Mean 0.99 1.02 0.96 1.00 1.02 1.01 1.00 0.99
Trimmed mean (5% trimming) 0.99 1.03 0.98 1.02 1.04 1.04 1.02 1.00
Discounted MSFE (0.90) 1.00 1.00 0.95 0.98 1.00 1.00 0.99 0.99
Discounted MSFE (0.95) 1.00 1.00 0.95 0.99 1.01 1.00 1.00 0.99
Discounted MSFE (1.00) 1.00 1.01 0.95 0.99 1.01 1.01 1.00 0.99
Squared discounted MSFE (0.90) 0.98 0.98 0.94 0.97 0.96 0.96 0.98 0.99
Squared discounted MSFE (0.95) 0.99 0.99 0.94 0.98 0.98 0.98 0.99 0.99
Squared discounted MSFE (1.00) 1.00 0.99 0.94 0.98 0.99 0.99 1.00 0.99
Bottom-up approach
Based on the following component forecast
combinations, (all predictors):
Median 1.08 1.16 1.13 1.21 1.15 1.11 1.09 1.06
Mean 1.07 1.13 1.11 1.20 1.13 1.10 1.08 1.06
Trimmed mean (5% trimming) 1.08 1.14 1.12 121 1.14 111 1.09 1.06
Discounted MSFE (0.90) 1.07 111 1.10 1.18 1.12 1.09 1.08 1.06
Discounted MSFE (0.95) 1.08 1.12 1.10 1.18 1.12 1.09 1.08 1.06
Discounted MSFE (1.00) 1.08 1.13 1.10 1.19 1.12 1.09 1.08 1.06
Squared discounted MSFE (0.90) 111 1.11 1.09 1.16 1.11 1.08 1.07 1.06
Squared discounted MSFE (0.95) 111 1.13 1.10 1.17 1.12 1.09 1.08 1.07
Squared discounted MSFE (1.00) 1.12 1.14 1.10 1.18 1.12 1.09 1.09 1.07
Based on the following component forecast
combinations (pre-selected predictors):
Median 1.05 1.12 1.09 1.16 1.12 1.09 1.07 1.05
Mean 1.04 1.10 1.06 1.14 1.08 1.06 1.05 1.04
Trimmed mean (5% trimming) 1.04 111 1.07 1.15 1.10 1.08 1.06 1.05
Discounted MSFE (0.90) 1.04 1.08 1.05 1.12 1.07 1.05 1.05 1.04
Discounted MSFE (0.95) 1.05 1.09 1.06 1.12 1.07 1.05 1.05 1.05
Discounted MSFE (1.00) 1.05 1.09 1.06 1.13 1.07 1.05 1.05 1.05
Squared discounted MSFE (0.90) 1.07 1.08 1.04 1.10 1.04 1.03 1.04 1.04
Squared discounted MSFE (0.95) 1.08 1.09 1.05 1.11 1.05 1.04 1.05 1.05
Squared discounted MSFE (1.00) 1.09 1.10 1.06 1.12 1.06 1.05 1.05 1.05

Notes: Entries in bold denote statistical significance at 10% level of the modified Diebold-Mariano test of equal forecast
accuracy (Diebold and Mariano 1995; Harvey et al. 1997). The tests compare the forecast errors from the benchmark model
(squared discounted MSFE with a discount factor equal to 0.90) to those from the methods listed in the table.

For the discounted and squared discounted MSFE forecast combination methods the discount factor is given in parentheses.

5. Constrained sectoral forecasts

5.1 Models and forecast combinations

In the previous section, we find evidence that forecasting GDP growth directly is, in general,
superior in terms of accuracy compared to computing bottom-up forecasts by aggregating
component forecasts. In order to directly compute GDP growth forecasts, which are
associated with lower forecast errors, and, at the same time, obtain forecasts for the growth
rates of the production-side components that satisfy the adding up restriction in the national
accounts, we resort to estimating constrained models for the components. More specifically,
the forecasting models for the growth contribution of each production-side component have
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the same specification (i.e. the same set of predictors) as the forecasting models for GDP
growth. This is equivalent to estimating a Seemingly Unrelated Regressions (SUR) model for
the growth contributions of the production-side components with identical regressors; the
sum of the forecasts for the growth contributions of components equals the GDP growth
forecasts obtained directly.

As an example, we consider the case of the FADL model given in (3b); let yt'ﬁDP denote the
growth rate of GDP

hGDP *
Yi+n - ( + Z LthDLP + Z?:o Aixt—i + .u,xé+1
h,GDP
Z opzft i+ Tt+1 + Eip (8)

where q*, p*, I* denote the optimal lag length chosen for GDP growth, predictor x; and factor
f:, respectively, in each iteration. From the national accounts identity, the growth rate of
GDP can be equivalently written as the weighted average of the growth rates of
components, with weights equal to the contribution of each component to GDP,

}’tGDP = Zgzl Vik Vi = Zgzl Ci—k 9)

4

where y,! % In (ZZ ) i refers to GDP or component, s, s = 1,2,...,S, Z{ is the level

t-k t-k
of GDP or the level of a component, v}_, = ZZg—;,’; and c¢/_, =v;_,y{ with k>0, i.e. the
t—k

contribution of component’s s growth to the overall growth rate of the economy.

The constrained model for component s is specified using the growth contribution, ¢, as
follows

GDP p* 1..L
Ct+h {s+ Zl oKisYe—i Zi=o AisXe—i + UsXtyq

+ X o pisfee z+7TsTt+1+€t+h’ forall s (10)

i.e. the regressors in equation (10) are identical to those in equation (8). Collecting the k
unknown parameters of model (8) in a k x 1 vector P, we can write the OLS estimator of P
as

o

= Z§=1 135 (11)

where P, is the estimator of the k x 1 vector P, that holds the parameters of the component
model in (10).'® The equality in (11) results from the assumption of common regressors in

18 Stacking the T observations on the regressors in (8) and (10) in a T x k matrix D and collecting the

T observations on the dependent variable in (8) and (10) in a T x 1 vector Y¢P? and a T x 1 vector C5,
. . . ~ N ' -1

respectively, the OLS estimators of P and P, are given by P = (D'D)"*D'Y%? and P, = (D'D) D'C?,

all s.
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the aggregate (equation 8) and component models (equation 10), and the national accounts
identity as given in (9). It then follows that a GDP growth forecast computed from model i,
using information up to period t, is equal to the sum of the forecasts for the growth
contributions of the components, computed from models with the same predictors as model
i. Therefore, the aggregate forecast is equal to the weighted average of the component
growth forecasts with sample weights, i.e.

Afﬁ?f = Yo-1 53&1}1 =Yo-1 Vts}A’i},léih- (12)
As discussed in the previous section, the GDP growth forecasts from the direct approach
that are found to perform well are computed as forecast combinations i.e. weighted averages
of numerous model forecasts. Using (12), the combination forecast for GDP growth, £/\5PP,
obtained from M model forecasts can be expressed in terms of the component growth
forecasts

ARGDP _ M ~h,GDP
Fein o = Xi=1 WitYit+n

_ VS M shs
= Ys=1Vf Li=1 Wit Vit+h (13)

where the combination weights w; . can be constant, as in the case of the mean and median,
or dependent on past performance, as defined in (6) and (7). It follows from equation (13)
that the combination forecasts for the component growth rates that add up to the GDP
growth forecast from the direct approach, are restricted to have the same combination
weights, w; ¢, as those used in the computation of the GDP growth forecast.

5.2 Performance

The results of the previous section revealed that GDP growth forecasts from the direct
approach are associated with lower forecast errors compared to the bottom-up forecasts. In
Table 6 we evaluate the performance of growth forecasts for the production-side
components obtained subject to the constraint of adding up to the GDP growth forecasts
computed directly. We also juxtapose the accuracy of the constrained component growth
forecasts with that of component forecasts computed from unconstrained models (see Table
3). The constrained component forecasts are computed using the same predictors as those
employed for the GDP growth forecasts presented in Table 4. More specifically, the
component forecasts are computed from the following models for the components: (a)
models that include lagged terms of GDP growth only, and (b) combinations of forecasts
from ADL-type, FAR-type and FADL-type models in which the component’s autoregressive
terms are replaced with lagged terms of GDP growth. Furthermore, we compute combination
forecasts based on all predictors in the dataset as well as combinations based on a set of
pre-selected predictors that are significantly correlated with GDP growth. The table presents
the square root MSFE (RMSFE) of the different methods relative to the random walk
benchmark for the sectoral GVA and for import duties plus VAT. The entries in bold indicate
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that the performance of the model/method is superior vis-a-vis the naive benchmark and the
difference in performance is statistically significant.

The results show that we can achieve forecasting gains over the random walk using
constrained models for most of the components. For agriculture, public administration,
education and health, the constrained models do not significantly outperform the benchmark;
nevertheless the same occurs if the unconstrained models are employed for forecasting
GVA growth in these sectors. For professional services, the gains attained by the
constrained models over the benchmark are limited; similarly, only small gains are achieved
when the unconstrained models are employed. Combination forecasts from constrained
models for the industrial sector significantly outperform the random walk forecast for very
short horizons. The performance of forecast combinations from the constrained models is
slightly inferior to that of combinations from the unconstrained models, especially when the
latter are based on a set of pre-selected predictors significantly correlated with industrial
output growth. For the construction sector, constrained combination forecasts are associated
with significantly lower errors compared to the benchmark, for horizons of one to three
guarters ahead; also, these forecasts outperform unconstrained combination forecasts for a
horizon of two and three quarters.

For the largest sector of the economy, namely trade transport, accommodation and food
services, the constrained models significantly improve on the benchmark up to five quarters
ahead; moreover, they are associated with lower forecast errors compared to the
unconstrained models. The constrained forecasts lead to significant gains over the random
walk for the whole or a large part of the forecast horizon in the sectors of information and
communication, financial services and real estate activities. The constrained combination
forecasts are more accurate than the unconstrained for the entire horizon in the case of
information and communication and for the middle of the horizon in the case of financial
services. Constrained forecasts for the sector of real estate activities seem to be inferior for
short horizons. For the remaining services, the constrained models result in significant gains
over the random walk as well as in improved performance over the unconstrained models for
one- to four-quarter ahead forecasts. The constrained forecasts for import duties and VAT
have significantly higher precision than the benchmark forecasts for mid-horizon; the
forecast error of the constrained forecasts is lower than that of the unconstrained for
horizons longer than three quarters, but the opposite holds for one- to three-quarter ahead
forecasts.
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TABLE 6

RMSFE relative to random walk, growth by component forecasted using constrained models

Forecast horizon (quarters) 1 2 3 4 5 6 7 8
1. Agriculture, forestry and fishing, GVA

Random walk benchmark, RMSFE 8.83 9.16 9.12 10.77 11.00 11.17 11.30 11.72
Predictors as in univariate GDP growth models

AR(AIC) 1.04 1.23 1.31 1.06 1.05 1.05 1.06 1.05
AR(BIC) 1.03 1.06 1.15 1.04 1.08 1.02 1.02 1.02
AR(1) 1.07 1.05 1.03 1.20 1.04 1.05 1.06 1.05
AR(4) 1.23 1.32 1.58 1.55 1.34 1.18 1.16 1.09

Forecast combinations

Median 1.06 1.22 1.28 1.19 1.19 1.14 1.15 1.13
Mean 1.04 1.20 1.26 1.18 117 1.12 1.14 1.12
Trimmed mean (5% trimming) 1.04 1.20 1.26 1.17 1.16 1.12 1.14 1.13
Discounted MSFE (0.90) 1.06 117 1.50 1.18 1.17 1.12 1.13 1.13
Discounted MSFE (0.95) 1.06 1.18 1.50 1.18 1.17 1.12 1.13 1.13
Discounted MSFE (1.00) 1.06 1.18 1.49 1.18 117 1.12 1.14 1.13
Squared discounted MSFE (0.90) 1.08 1.13 1.80 1.23 1.20 1.12 1.13 1.15
Squared discounted MSFE (0.95) 1.07 1.15 1.79 1.22 1.20 1.12 1.13 1.15
Squared discounted MSFE (1.00) 1.07 1.16 1.78 1.22 1.20 1.12 1.13 1.15
Predictors as in ADL/FAR/FADL GDP growth models, pre-selected predictors

Median 1.06 1.23 1.28 1.23 1.21 1.16 117 1.14
Mean 1.05 1.21 1.26 1.21 1.19 1.13 1.15 1.13
Trimmed mean (5% trimming) 1.04 121 1.26 1.20 1.18 1.13 1.15 1.14
Discounted MSFE (0.90) 1.06 1.18 1.26 1.22 1.19 1.13 1.14 1.14
Discounted MSFE (0.95) 1.06 1.19 1.26 1.22 1.19 1.14 1.15 1.14
Discounted MSFE (1.00) 1.06 1.19 1.25 1.21 1.19 1.14 1.15 1.14
Squared discounted MSFE (0.90) 1.08 1.14 1.28 1.25 1.23 1.14 1.14 1.15
Squared discounted MSFE (0.95) 1.08 1.15 1.26 1.24 1.23 1.14 1.14 1.15
Squared discounted MSFE (1.00) 1.07 1.16 1.25 1.23 1.22 1.14 1.15 1.16
2. Industry, GVA

Random walk benchmark, RMSFE 1.42 2.55 3.69 491 5.02 5.04 5.24 5.46
Predictors as in univariate GDP growth models

AR(AIC) 0.98 0.98 0.97 1.01 1.02 1.04 1.04 1.08
AR(BIC) 0.96 0.96 0.97 1.00 1.03 1.03 1.03 1.05
AR(1) 0.95 0.98 0.97 1.00 1.04 1.03 1.05 1.07
AR(4) 0.99 1.00 1.02 1.08 1.13 1.20 1.24 1.30

Forecast combinations

Median 0.94 0.92 0.93 0.97 1.00 1.03 1.04 1.08
Mean 0.93 0.90 0.91 0.95 0.99 1.02 1.03 1.08
Trimmed mean (5% trimming) 0.93 0.91 0.92 0.96 1.00 1.02 1.03 1.07
Discounted MSFE (0.90) 0.92 0.90 0.91 0.95 0.99 1.02 1.04 1.08
Discounted MSFE (0.95) 0.92 0.90 0.91 0.95 0.99 1.02 1.04 1.08
Discounted MSFE (1.00) 0.92 0.90 0.91 0.95 0.99 1.02 1.04 1.07
Squared discounted MSFE (0.90) 0.91 0.90 0.91 0.95 0.98 1.02 1.05 1.09
Squared discounted MSFE (0.95) 0.91 0.90 0.91 0.95 0.98 1.03 1.05 1.08
Squared discounted MSFE (1.00) 0.92 0.90 0.92 0.95 0.98 1.03 1.04 1.08
Predictors as in ADL/FAR/FADL GDP growth models, pre-selected predictors

Median 0.93 0.91 0.92 0.97 1.00 1.04 1.06 1.09
Mean 0.92 0.89 0.90 0.95 0.98 1.02 1.04 1.08
Trimmed mean (5% trimming) 0.92 0.90 0.92 0.96 1.00 1.02 1.04 1.07
Discounted MSFE (0.90) 0.91 0.89 0.90 0.94 0.97 1.02 1.04 1.08
Discounted MSFE (0.95) 0.91 0.89 0.91 0.94 0.98 1.02 1.04 1.08
Discounted MSFE (1.00) 0.91 0.89 0.91 0.94 0.98 1.02 1.04 1.08
Squared discounted MSFE (0.90) 0.90 0.88 0.90 0.94 0.97 1.02 1.05 1.09
Squared discounted MSFE (0.95) 0.90 0.89 0.91 0.94 0.97 1.02 1.05 1.09
Squared discounted MSFE (1.00) 0.90 0.89 0.91 0.94 0.97 1.02 1.05 1.09
3. Construction, GVA

Random walk benchmark, RMSFE 6.19 9.78 13.95 18.69 19.51 20.32 21.32 2241
Predictors as in univariate GDP growth models

AR(AIC) 0.81 0.74 0.76 0.80 0.86 0.94 0.94 1.01
AR(BIC) 0.84 0.74 0.76 0.84 0.93 1.02 0.99 0.98
AR(1) 0.91 0.85 0.79 0.85 0.88 0.92 0.93 0.96
AR(4) 0.80 0.76 0.76 0.83 0.91 0.98 0.99 1.05

Forecast combinations

Median 0.83 0.74 0.76 0.80 0.87 0.92 0.91 0.95
Mean 0.82 0.72 0.74 0.79 0.85 0.91 0.90 0.95
Trimmed mean (5% trimming) 0.81 0.72 0.74 0.80 0.86 0.92 0.91 0.96
Discounted MSFE (0.90) 0.81 0.71 0.74 0.79 0.86 0.91 0.91 0.96
Discounted MSFE (0.95) 0.81 0.71 0.74 0.79 0.86 0.91 0.91 0.95
Discounted MSFE (1.00) 0.81 0.72 0.74 0.79 0.86 0.91 0.91 0.95
Squared discounted MSFE (0.90) 0.80 0.72 0.74 0.80 0.86 0.92 0.93 0.98
Squared discounted MSFE (0.95) 0.81 0.72 0.74 0.80 0.86 0.92 0.92 0.97
Squared discounted MSFE (1.00) 0.81 0.72 0.74 0.80 0.86 0.92 0.92 0.96
Predictors as in ADL/FAR/FADL GDP growth models, pre-selected predictors

Median 0.83 0.73 0.75 0.79 0.86 0.91 0.91 0.95
Mean 0.82 0.72 0.74 0.77 0.83 0.89 0.89 0.94
Trimmed mean (5% trimming) 0.82 0.72 0.74 0.79 0.85 0.91 0.91 0.95
Discounted MSFE (0.90) 0.81 0.71 0.74 0.77 0.83 0.89 0.89 0.95
Discounted MSFE (0.95) 0.81 0.71 0.74 0.77 0.84 0.89 0.89 0.95
Discounted MSFE (1.00) 0.81 0.71 0.74 0.77 0.84 0.89 0.89 0.94
Squared discounted MSFE (0.90) 0.80 0.70 0.73 0.78 0.83 0.88 0.90 0.96
Squared discounted MSFE (0.95) 0.80 0.71 0.74 0.78 0.83 0.89 0.91 0.96
Squared discounted MSFE (1.00) 0.81 0.71 0.74 0.78 0.84 0.89 0.90 0.95
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TABLE 6 (continued)

Forecast horizon (quarters) 1 2 3 4 5 6 7 8
4. Trade, transport, accommodation & food services, GVA

Random walk benchmark, RMSFE 1.44 249 3.59 4.86 5.19 5.45 5.70 6.00
Predictors as in univariate GDP growth models

AR(AIC) 0.91 0.88 0.85 0.87 0.89 0.92 0.92 0.95
AR(BIC) 0.88 0.86 0.85 0.90 0.93 0.97 0.96 0.96
AR(1) 0.89 0.86 0.86 0.91 0.91 0.93 0.94 0.95
AR(4) 0.87 0.86 0.86 0.90 0.94 0.99 1.00 1.02
Forecast combinations

Predictors as in ADL/FAR/FADL GDP growth models, all predictors

Median 0.74 0.70 0.72 0.79 0.86 0.92 0.94 0.96
Mean 0.73 0.68 0.70 0.77 0.84 0.91 0.93 0.96
Trimmed mean (5% trimming) 0.73 0.69 0.72 0.79 0.86 0.92 0.94 0.97
Discounted MSFE (0.90) 0.70 0.68 0.70 0.76 0.83 0.91 0.93 0.97
Discounted MSFE (0.95) 0.71 0.68 0.70 0.77 0.83 0.91 0.93 0.97
Discounted MSFE (1.00) 0.71 0.68 0.70 0.77 0.84 0.91 0.93 0.97
Squared discounted MSFE (0.90) 0.70 0.68 0.71 0.76 0.82 0.91 0.93 0.98
Squared discounted MSFE (0.95) 0.71 0.67 0.71 0.76 0.82 0.91 0.93 0.98
Squared discounted MSFE (1.00) 0.71 0.67 0.71 0.76 0.83 0.92 0.93 0.97
Predictors as in ADL/FAR/FADL GDP growth models, pre-selected predictors

Median 0.72 0.67 0.69 0.76 0.84 0.92 0.94 0.97
Mean 0.71 0.65 0.68 0.75 0.82 0.89 0.92 0.95
Trimmed mean (5% trimming) 0.71 0.67 0.69 0.77 0.84 0.91 0.93 0.97
Discounted MSFE (0.90) 0.69 0.66 0.67 0.74 0.81 0.89 0.92 0.96
Discounted MSFE (0.95) 0.69 0.66 0.67 0.74 0.81 0.89 0.92 0.96
Discounted MSFE (1.00) 0.69 0.66 0.67 0.74 0.81 0.89 0.92 0.96
Squared discounted MSFE (0.90) 0.68 0.64 0.66 0.73 0.79 0.88 0.92 0.97
Squared discounted MSFE (0.95) 0.69 0.64 0.66 0.74 0.80 0.89 0.92 0.97
Squared discounted MSFE (1.00) 0.69 0.64 0.66 0.74 0.81 0.89 0.93 0.97
5. Information and communication, GVA

Random walk benchmark, RMSFE 3.40 5.52 7.63 9.41 9.87 9.65 9.24 9.77
Predictors as in univariate GDP growth models

AR(AIC) 0.94 0.87 0.85 0.75 0.72 0.67 0.69 0.71
AR(BIC) 0.92 0.88 0.85 0.75 0.73 0.71 0.72 0.72
AR(1) 0.91 0.86 0.83 0.75 0.73 0.69 0.69 0.71
AR(4) 0.93 0.87 0.86 0.78 0.78 0.77 0.79 0.79
Forecast combinations

Predictors as in ADL/FAR/FADL GDP growth models, all predictors

Median 0.92 0.87 0.85 0.76 0.74 0.72 0.73 0.74
Mean 0.90 0.85 0.83 0.75 0.73 0.70 0.72 0.73
Trimmed mean (5% trimming) 0.90 0.85 0.83 0.75 0.73 0.70 0.71 0.73
Discounted MSFE (0.90) 0.90 0.85 0.86 0.73 0.73 0.69 0.71 0.72
Discounted MSFE (0.95) 0.90 0.85 0.86 0.73 0.73 0.69 0.71 0.73
Discounted MSFE (1.00) 0.90 0.85 0.86 0.74 0.73 0.69 0.71 0.73
Squared discounted MSFE (0.90) 0.90 0.84 0.89 0.72 0.74 0.67 0.69 0.71
Squared discounted MSFE (0.95) 0.90 0.84 0.89 0.73 0.75 0.67 0.70 0.72
Squared discounted MSFE (1.00) 0.90 0.84 0.89 0.73 0.75 0.67 0.70 0.72
Predictors as.in ADL/FAR/FADL GDP growth models, pre-selected predictors

Median 0.92 0.87 0.85 0.77 0.76 0.73 0.74 0.74
Mean 0.91 0.85 0.84 0.75 0.74 0.70 0.72 0.73
Trimmed mean (5% trimming) 0.90 0.86 0.84 0.75 0.74 0.70 0.72 0.72
Discounted MSFE (0.90) 0.90 0.86 0.83 0.74 0.74 0.69 0.71 0.72
Discounted MSFE (0.95) 0.91 0.86 0.83 0.75 0.74 0.69 0.71 0.72
Discounted MSFE (1.00) 0.91 0.86 0.83 0.75 0.74 0.69 0.71 0.73
Squared discounted MSFE (0.90) 0.90 0.86 0.81 0.74 0.75 0.69 0.69 0.71
Squared discounted MSFE (0.95) 0.90 0.86 0.82 0.75 0.75 0.69 0.70 0.71
Squared discounted MSFE (1.00) 0.90 0.86 0.82 0.75 0.76 0.69 0.71 0.72
6. Financial and insurance activities, GVA

Random walk benchmark, RMSFE 2.53 4.47 6.37 8.32 8.65 9.01 9.37 9.80
Predictors as in univariate GDP growth models

AR(AIC) 0.76 0.71 0.70 0.66 0.66 0.68 0.71 0.74
AR(BIC) 0.77 0.73 0.69 0.68 0.73 0.79 0.82 0.81
AR(1) 0.80 0.75 0.74 0.72 0.72 0.71 0.74 0.75
AR(4) 0.73 0.69 0.66 0.63 0.63 0.65 0.69 0.72
Forecast combinations

Predictors as in ADL/FAR/FADL GDP growth models, all predictors

Median 0.76 0.72 0.69 0.67 0.69 0.71 0.75 0.77
Mean 0.74 0.70 0.68 0.65 0.67 0.70 0.74 0.76
Trimmed mean (5% trimming) 0.74 0.70 0.67 0.65 0.67 0.70 0.74 0.77
Discounted MSFE (0.90) 0.76 0.70 0.68 0.66 0.67 0.70 0.73 0.76
Discounted MSFE (0.95) 0.76 0.70 0.69 0.66 0.67 0.70 0.73 0.76
Discounted MSFE (1.00) 0.76 0.71 0.69 0.66 0.67 0.70 0.73 0.76
Squared discounted MSFE (0.90) 0.75 0.71 0.70 0.71 0.66 0.72 0.72 0.75
Squared discounted MSFE (0.95) 0.75 0.71 0.70 0.71 0.66 0.72 0.72 0.76
Squared discounted MSFE (1.00) 0.75 0.72 0.71 0.71 0.67 0.73 0.73 0.76
Predictors as in ADL/FAR/FADL GDP growth models, pre-selected predictors

Median 0.75 0.73 0.69 0.67 0.69 0.72 0.75 0.77
Mean 0.74 0.71 0.68 0.65 0.66 0.69 0.73 0.76
Trimmed mean (5% trimming) 0.74 0.70 0.68 0.65 0.66 0.70 0.73 0.76
Discounted MSFE (0.90) 0.76 0.71 0.69 0.66 0.66 0.69 0.72 0.75
Discounted MSFE (0.95) 0.76 0.71 0.69 0.66 0.66 0.69 0.73 0.75
Discounted MSFE (1.00) 0.76 0.71 0.69 0.66 0.66 0.70 0.73 0.76
Squared discounted MSFE (0.90) 0.74 0.71 0.70 0.67 0.66 0.69 0.71 0.75
Squared discounted MSFE (0.95) 0.74 0.71 0.70 0.67 0.66 0.70 0.72 0.75
Squared discounted MSFE (1.00) 0.75 0.72 0.70 0.67 0.66 0.70 0.72 0.76
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TABLE 6 (continued)

Forecast horizon (quarters) 1 2 3 4 5 6 7 8
7. Real estate activities, GVA

Random walk benchmark, RMSFE 0.51 1.04 157 213 2.23 2.33 242 2.54
Predictors as in univariate GDP growth models

AR(AIC) 0.70 0.75 0.78 0.78 0.81 0.84 0.83 0.84
AR(BIC) 0.72 0.77 0.78 0.79 0.85 0.91 0.93 0.91
AR(1) 0.76 0.81 0.82 0.83 0.85 0.87 0.87 0.87
AR(4) 0.71 0.75 0.76 0.74 0.77 0.78 0.78 0.79
Forecast combinations

Predictors as in ADL/FAR/FADL GDP growth models, all predictors

Median 0.71 0.73 0.72 0.73 0.80 0.83 0.84 0.85
Mean 0.70 0.71 0.71 0.72 0.78 0.82 0.83 0.85
Trimmed mean (5% trimming) 0.70 0.71 0.72 0.73 0.79 0.83 0.84 0.86
Discounted MSFE (0.90) 0.69 0.71 0.70 0.72 0.77 0.81 0.83 0.85
Discounted MSFE (0.95) 0.69 0.71 0.70 0.72 0.78 0.81 0.83 0.85
Discounted MSFE (1.00) 0.70 0.71 0.71 0.72 0.78 0.81 0.83 0.85
Squared discounted MSFE (0.90) 0.70 0.71 0.70 0.72 0.76 0.79 0.81 0.84
Squared discounted MSFE (0.95) 0.70 0.71 0.70 0.72 0.77 0.80 0.82 0.84
Squared discounted MSFE (1.00) 0.71 0.71 0.71 0.72 0.77 0.81 0.82 0.84
Predictors as in ADL/FAR/FADL GDP growth models, pre-selected predictors

Median 0.71 0.73 0.72 0.73 0.79 0.83 0.84 0.85
Mean 0.70 0.71 0.70 0.71 0.77 0.81 0.82 0.84
Trimmed mean (5% trimming) 0.70 0.71 0.71 0.73 0.79 0.83 0.84 0.85
Discounted MSFE (0.90) 0.69 0.71 0.70 0.71 0.76 0.80 0.82 0.84
Discounted MSFE (0.95) 0.69 0.71 0.70 0.71 0.76 0.80 0.82 0.84
Discounted MSFE (1.00) 0.70 0.71 0.70 0.71 0.77 0.80 0.82 0.84
Squared discounted MSFE (0.90) 0.70 0.70 0.70 0.70 0.75 0.77 0.80 0.83
Squared discounted MSFE (0.95) 0.71 0.71 0.70 0.70 0.75 0.79 0.81 0.83
Squared discounted MSFE (1.00) 0.71 0.71 0.70 0.71 0.76 0.79 0.82 0.84
8. Professional and administrative activities, GVA

Random walk benchmark, RMSFE 1.80 3.05 4.22 5.13 5.23 5.38 5.49 5.50
Predictors as in univariate GDP growth models

AR(AIC) 0.98 1.02 1.00 0.94 0.94 0.95 0.95 0.95
AR(BIC) 0.94 0.99 0.98 0.93 0.94 0.95 0.96 0.96
AR(1) 0.96 0.94 0.96 0.94 0.94 0.96 0.97 0.97
AR(4) 0.98 1.02 1.05 1.01 1.02 1.03 1.04 1.04
Forecast combinations

Predictors as in ADL/FAR/FADL GDP growth models, all predictors

Median 0.96 0.98 0.97 0.92 0.94 0.96 0.98 1.00
Mean 0.95 0.96 0.96 0.91 0.93 0.95 0.97 1.00
Trimmed mean (5% trimming) 0.95 0.97 0.96 0.91 0.92 0.94 0.96 0.99
Discounted MSFE (0.90) 0.95 0.95 0.93 0.90 0.92 0.94 0.97 1.00
Discounted MSFE (0.95) 0.95 0.95 0.93 0.90 0.92 0.94 0.97 1.00
Discounted MSFE (1.00) 0.94 0.95 0.93 0.90 0.92 0.94 0.97 1.00
Squared discounted MSFE (0.90) 0.94 0.95 0.92 0.92 0.91 0.95 0.97 1.00
Squared discounted MSFE (0.95) 0.94 0.95 0.91 0.93 0.91 0.95 0.97 1.00
Squared discounted MSFE (1.00) 0.94 0.94 0.91 0.93 0.91 0.96 0.97 1.00
Predictors as.in ADL/FAR/FADL GDP growth models, pre-selected predictors

Median 0.95 0.97 0.97 0.92 0.95 0.97 0.99 1.02
Mean 0.94 0.96 0.95 0.91 0.93 0.95 0.97 1.00
Trimmed mean (5% trimming) 0.94 0.96 0.96 0.90 0.92 0.94 0.97 0.99
Discounted MSFE (0.90) 0.94 0.94 0.95 0.90 0.91 0.94 0.97 1.00
Discounted MSFE (0.95) 0.94 0.95 0.95 0.90 0.91 0.94 0.97 1.00
Discounted MSFE (1.00) 0.94 0.94 0.95 0.90 0.91 0.94 0.97 1.00
Squared discounted MSFE (0.90) 0.94 0.94 0.96 0.89 0.91 0.94 0.97 1.01
Squared discounted MSFE (0.95) 0.94 0.94 0.96 0.89 0.91 0.94 0.97 1.01
Squared discounted MSFE (1.00) 0.93 0.93 0.95 0.89 0.91 0.94 0.97 1.01
9. Public administration education and health activities, GVA

Random walk benchmark, RMSFE 1.60 1.73 2.08 2.75 2.89 2.96 3.10 3.23
Predictors as in univariate GDP growth models

AR(AIC) 1.06 1.03 0.92 0.82 0.86 0.92 0.90 0.93
AR(BIC) 1.00 1.06 0.89 0.84 0.92 1.01 1.01 0.99
AR(1) 1.02 1.01 1.05 0.87 0.92 0.97 0.93 0.96
AR(4) 1.00 0.98 0.89 0.84 0.90 0.93 0.92 0.93
Forecast combinations

Predictors as in ADL/FAR/FADL GDP growth models, all predictors

Median 1.01 1.07 0.93 0.87 0.94 0.99 0.98 0.98
Mean 1.00 1.05 0.92 0.86 0.93 0.97 0.97 0.97
Trimmed mean (5% trimming) 1.00 1.04 0.91 0.85 0.92 0.98 0.97 0.98
Discounted MSFE (0.90) 0.99 1.06 0.93 0.85 0.92 0.97 0.96 0.97
Discounted MSFE (0.95) 0.99 1.05 0.93 0.85 0.92 0.97 0.97 0.97
Discounted MSFE (1.00) 0.99 1.05 0.93 0.85 0.92 0.97 0.97 0.98
Squared discounted MSFE (0.90) 0.99 1.10 0.94 0.87 0.92 0.98 0.96 0.97
Squared discounted MSFE (0.95) 0.99 1.09 0.94 0.87 0.93 0.99 0.96 0.97
Squared discounted MSFE (1.00) 0.98 1.09 0.94 0.87 0.93 0.99 0.96 0.97
Predictors as in ADL/FAR/FADL GDP growth models, pre-selected predictors

Median 1.02 1.07 0.94 0.88 0.96 1.00 0.99 0.99
Mean 1.01 1.05 0.92 0.87 0.93 0.98 0.97 0.98
Trimmed mean (5% trimming) 1.00 1.04 0.92 0.86 0.93 0.98 0.98 0.99
Discounted MSFE (0.90) 1.00 1.05 0.92 0.86 0.93 0.97 0.97 0.98
Discounted MSFE (0.95) 1.00 1.05 0.92 0.86 0.93 0.97 0.97 0.98
Discounted MSFE (1.00) 1.00 1.05 0.92 0.86 0.93 0.98 0.97 0.98
Squared discounted MSFE (0.90) 0.99 1.05 0.93 0.86 0.93 0.97 0.96 0.97
Squared discounted MSFE (0.95) 0.99 1.04 0.93 0.86 0.93 0.97 0.96 0.98
Squared discounted MSFE (1.00) 0.98 1.04 0.93 0.86 0.93 0.97 0.97 0.98
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TABLE 6 (continued)

Forecast horizon (quarters) 1 2 3 4 5 6 7 8
10. Other services, GVA

Random walk benchmark, RMSFE 1.74 3.07 4.54 6.09 6.27 6.50 6.70 6.98
Predictors as in univariate GDP growth models

AR(AIC) 0.86 0.85 0.85 0.83 0.88 0.91 0.91 0.92
AR(BIC) 0.86 0.84 0.85 0.84 0.91 0.95 0.96 0.95
AR(1) 0.94 0.89 0.91 0.88 0.90 0.93 0.92 0.92
AR(4) 0.89 0.86 0.87 0.85 0.89 0.92 0.92 0.90

Forecast combinations

Median 0.86 0.84 0.85 0.85 0.91 0.94 0.93 0.92
Mean 0.85 0.82 0.83 0.84 0.89 0.92 0.91 0.91
Trimmed mean (5% trimming) 0.85 0.82 0.83 0.83 0.89 0.92 0.92 0.92
Discounted MSFE (0.90) 0.85 0.82 0.83 0.84 0.90 0.92 0.91 0.91
Discounted MSFE (0.95) 0.85 0.82 0.83 0.84 0.90 0.92 0.91 0.91
Discounted MSFE (1.00) 0.85 0.82 0.83 0.84 0.89 0.92 0.91 0.91
Squared discounted MSFE (0.90) 0.85 0.83 0.84 0.85 0.90 0.93 0.91 0.91
Squared discounted MSFE (0.95) 0.85 0.83 0.83 0.85 0.90 0.93 0.91 0.91
Squared discounted MSFE (1.00) 0.85 0.83 0.83 0.84 0.90 0.93 0.91 0.91
Predictors as in ADL/FAR/FADL GDP growth models, pre-selected predictors

Median 0.87 0.84 0.85 0.86 0.92 0.95 0.93 0.92
Mean 0.85 0.82 0.83 0.84 0.89 0.92 0.91 0.91
Trimmed mean (5% trimming) 0.85 0.82 0.83 0.83 0.89 0.92 0.91 0.91
Discounted MSFE (0.90) 0.85 0.83 0.84 0.84 0.90 0.93 0.91 0.91
Discounted MSFE (0.95) 0.85 0.83 0.83 0.84 0.90 0.93 0.91 0.91
Discounted MSFE (1.00) 0.85 0.83 0.83 0.84 0.90 0.93 0.91 0.91
Squared discounted MSFE (0.90) 0.85 0.84 0.84 0.85 0.91 0.94 0.91 0.91
Squared discounted MSFE (0.95) 0.85 0.83 0.84 0.85 0.91 0.93 0.91 0.91
Squared discounted MSFE (1.00) 0.86 0.83 0.83 0.85 0.90 0.93 0.91 0.91
11. Import duties and value added tax

Random walk benchmark, RMSFE 2.34 3.42 3.99 4.33 4.37 4.62 4.85 5.10
Predictors as in univariate GDP growth models

AR(AIC) 1.02 0.99 0.93 0.84 0.90 0.94 0.94 0.96
AR(BIC) 0.99 0.97 0.92 0.88 0.96 1.00 1.00 0.98
AR(1) 1.03 0.96 0.96 0.87 0.93 0.93 0.97 0.96
AR(4) 1.03 0.98 0.93 0.84 0.92 0.95 0.96 0.98

Forecast combinations

Median 1.01 0.96 0.86 0.79 0.87 0.93 0.94 0.97
Mean 1.01 0.96 0.86 0.79 0.87 0.93 0.94 0.98
Trimmed mean (5% trimming) 1.01 0.96 0.86 0.79 0.88 0.94 0.94 0.98
Discounted MSFE (0.90) 1.02 0.95 0.87 0.78 0.85 0.92 0.93 0.98
Discounted MSFE (0.95) 1.02 0.95 0.87 0.78 0.85 0.92 0.94 0.98
Discounted MSFE (1.00) 1.02 0.95 0.87 0.78 0.86 0.92 0.94 0.98
Squared discounted MSFE (0.90) 1.02 0.94 0.89 0.77 0.83 0.92 0.93 0.98
Squared discounted MSFE (0.95) 1.02 0.94 0.89 0.78 0.84 0.92 0.94 0.98
Squared discounted MSFE (1.00) 1.02 0.94 0.89 0.78 0.85 0.93 0.94 0.98
Predictors as in ADL/FAR/FADL GDP growth models, pre-selected predictors

Median 1.01 0.96 0.85 0.77 0.85 0.91 0.92 0.97
Mean 1.01 0.96 0.85 0.77 0.85 0.91 0.93 0.97
Trimmed mean (5% trimming) 1.01 0.95 0.85 0.78 0.87 0.93 0.94 0.98
Discounted MSFE (0.90) 1.02 0.95 0.84 0.76 0.83 0.90 0.92 0.97
Discounted MSFE (0.95) 1.02 0.95 0.84 0.76 0.83 0.90 0.93 0.97
Discounted MSFE (1.00) 1.02 0.95 0.84 0.76 0.84 0.91 0.93 0.97
Squared discounted MSFE (0.90) 1.02 0.94 0.84 0.75 0.80 0.88 0.92 0.98
Squared discounted MSFE (0.95) 1.02 0.94 0.84 0.76 0.81 0.89 0.93 0.98
Squared discounted MSFE (1.00) 1.02 0.94 0.84 0.76 0.82 0.90 0.93 0.98

Notes: Entries in bold denote statistical significance at 10% level of the modified Diebold-Mariano test of equal forecast
accuracy (Diebold and Mariano 1995; Harvey et al. 1997). The tests compare the forecast errors from the benchmark model
(random walk) to those from the methods shown in the table.

AR(AIC) and AR(BIC) denote the autoregressive terms selected in the GDP growth models using the Akaike and Bayesian
information criteria, respectively; the same GDP growth autoregressive terms as in the GDP growth models are also included in
the constrained component models. AR(1) and AR(4) denote the autoregressive terms in the GDP growth models of order one
and four, respectively; the same GDP growth autoregressive terms as in the GDP growth models are also included in the
constrained component models.

For discounted and squared discounted MSFE forecast combination methods the discount factor is given in parentheses.

Overall, the results show that the constrained growth forecasts for the production-side
components, in particular constrained forecast combinations based on discounted MSFE
methods, lead to gains over both the random walk benchmark and the unconstrained
forecasts in the sectors of construction, trade, transport, accommodation and food services,
information and communication, and other services. In the sectors of agriculture, public
administration, education and health, and professional services, neither the unconstrained
models nor the constrained sectoral models significantly improve on the naive benchmark.
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For the remaining sectors except industry, the performance of the constrained and
unconstrained forecasts varies over the horizon thus it is difficult to favour one approach
over the other.

5.3 Forecast stability

Figures 2 and 3 juxtapose GDP growth forecasts from the direct and bottom-up approaches,
focusing on forecasts based on all the predictors in the dataset and combined through the
squared discounted MSFE method. In general, discounted MSFE methods are found to
perform well in the forecasting exercises discussed in the previous sections. The
corresponding component forecasts for key sectors of the economy are also plotted. More
specifically, the constrained component forecasts add up to the GDP growth forecasts
computed using the direct approach, while the unconstrained component forecasts add up to
the GDP growth forecasts from the bottom-up approach.

One-quarter ahead forecasts from the two approaches are almost indistinguishable; both
approaches result in some over-prediction during downturns, particularly in the sectors of
construction and industry. The differences between the forecasts generated by the two
approaches become larger as the horizon becomes longer. The over-prediction during the
period 2008 - 2013 is more pronounced for four-quarter ahead forecasts. For a horizon of
four quarters, GDP growth forecasts from the direct approach capture the downturn better
than those computed from the bottom-up approach; however during the recent recovery
bottom-up growth forecasts have become less imprecise. Across components, the accuracy
of four-quarter ahead forecasts exhibits some variation over the economic cycle and does
not favour one approach over the other. For example, the recent recovery is predicted more
accurately by the unconstrained forecasts for industry computed under the bottom up
approach. Differences between the two approaches in terms of performance are less clear in
the trade and financial sectors. In the sectors of construction and professional services, the
recession is better predicted by constrained forecasts obtained through the direct approach
to GDP growth forecasting.

As there are indications that forecast accuracy could change over the economic cycle, the
stability of the performance of the two approaches is examined, following Stock and Watson
(2004). The pseudo out-of-sample forecast period of 2002Q2 — 2016Q1 was divided in two
sub-periods i.e. up to 2008Q4-h and from 2009Q1-h onwards. The choice of the split date
was guided by evidence of a break in actual data for GDP growth and its components in
2008.1° The relative RMSFEs of GDP growth and component forecasts from the two
approaches are computed over the two sub-periods. We focus on forecasts from univariate
models, and combination methods incorporating information from the full dataset.

19 Due to the small sample size associated with the pseudo out-of-sample period we consider only
horizons of up to four quarters.
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FIGURE 2

One-quarter ahead growth forecasts (y-o0-y percentage change)
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FIGURE 3

Four-quarter ahead growth forecasts (y-o-y percentage change)
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Table 7 presents the average relative RMSFEs in the two sub-periods for different univariate
forecasts and forecast combinations; the table also reports the average absolute difference
between the relative RMSFEs in the two sub-periods. The average is computed across the
12 variables forecasted (GDP and 11 production-side components) and four horizons.

There is some evidence of instability as in the first period the forecasts are, on average, at
least as accurate as the naive forecasts in most cases, while in the second period the
forecasts based on univariate models or forecast combinations outperform the naive
forecasts in all cases. Simple forecast combinations and discounted MSFE combinations
under the direct approach outperform the random walk benchmark marginally in the first
period and improve further on the benchmark in the second period. Under the bottom-up
approach, only the simple AR(1) model outperforms the random walk in both periods. The
average absolute difference in the relative performance between the two periods is more
dispersed for univariate models than for forecast combinations. Squared discounted MSFE
forecast combinations computed under the direct approach exhibit the largest absolute
change among combination methods. Discounted MSFE methods under the bottom-up
approach are associated with the smallest average relative RMSFEs in the second period;
they also have smaller average absolute changes in relative RMSFEs from one period to the
next vis-a-vis other combination methods under either approach of forecasting GDP growth.

The results of Table 7 reflect also the effects of the short time series span available for
guarterly analysis in Cyprus. The higher average relative RMSFEs in the first period as well
as the fact that simple AR(1) models produce the smallest average absolute change
between the two periods, could reflect, in addition to instability, higher estimation uncertainty
in the first period.
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TABL

E7

Stability of forecasts from the direct and bottom-up approaches

2002Q2 to
2008Q4-h

2009Q1-h to
2016Q1

RMSFEs relative

RMSFEs relative

Mean absolute
difference
between relative
RMSFEs in the

to RW, mean to RW, mean two periods
Direct approach to forecasting GDP growth:
constrained component forecasts
Univariate forecasts
AR(AIC) 1.01 0.90 0.22
AR(BIC) 1.00 0.87 0.18
AR(1) 1.00 0.91 0.17
AR(4) 1.02 0.97 0.30
Forecast combinations
Median 0.98 0.87 0.23
Mean 0.98 0.86 0.24
Trimmed mean (5% trimming) 0.98 0.86 0.23
Discounted MSFE (0.90) 0.98 0.86 0.25
Discounted MSFE (0.95) 0.98 0.86 0.24
Discounted MSFE (1.00) 0.98 0.86 0.24
Squared discounted MSFE (0.90) 1.01 0.87 0.28
Squared discounted MSFE (0.95) 1.01 0.88 0.28
Squared discounted MSFE (1.00) 1.01 0.88 0.28
Bottom-up approach to forecasting GDP growth:
unconstrained component forecasts
Univariate forecasts
AR(AIC) 1.07 0.87 0.26
AR(BIC) 1.08 0.88 0.23
AR(1) 0.97 0.87 0.13
AR(4) 1.08 0.86 0.29
Forecast combinations
Median 1.05 0.84 0.25
Mean 1.04 0.84 0.25
Trimmed mean (5% trimming) 1.04 0.84 0.25
Discounted MSFE (0.90) 1.02 0.84 0.23
Discounted MSFE (0.95) 1.02 0.84 0.23
Discounted MSFE (1.00) 1.02 0.84 0.23
Squared discounted MSFE (0.90) 1.04 0.84 0.25
Squared discounted MSFE (0.95) 1.04 0.84 0.25
Squared discounted MSFE (1.00) 1.04 0.85 0.25

Note: The number of observations for the computation of the summary statistics is 48.
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6. Summary and conclusions

The systematic analysis of the developments and outlook for different sectors of the Cypriot
economy is highly relevant for uncovering the changes in the sectoral structure of the
economy and for determining the activities that will drive future growth. The development of
reliable models at sector level is faced with data limitations, particularly in some sectors of
activity for which the number of relevant predictors is small. In this paper, we use an
extensive dataset of over 300 aggregate and sectoral indicators, covering both the domestic
economy and external economic conditions, to construct short-term forecasts for sectoral
and aggregate activity.

We estimate single equation dynamic models and compute forecast combinations for
forecasting GDP growth as well as the growth rate of all the components that appear on the
production side of the quarterly national accounts, namely the GVA (constant prices) in 10
sectors and import duties plus VAT. Aggregate and component forecasts are computed
under two approaches to forecasting GDP growth, namely a direct and a bottom-up
approach. In the direct approach, unconstrained models for GDP growth are estimated to
compute forecasts for the aggregate, while constrained component models are used to
obtain the disaggregate forecasts which add up to the GDP growth forecasts computed
directly. In the bottom-up approach, unconstrained component models are estimated to
compute growth forecasts for the components as well as for GDP growth by adding up the
unconstrained component forecasts. The performance of aggregate and disaggregate
forecasts from the two approaches is assessed via pseudo out-of-sample exercises.

The results of the analysis show that information from macroeconomic and financial
predictors improves on the accuracy of the naive forecasts for most production-side
components and the aggregate, under both the direct and bottom-up approaches.
Statistically significant gains over the benchmark are found mainly for horizons of up to four
guarters; significant forecast gains are also found for longer horizons for some components
under the direct approach. GDP growth forecasts from the direct approach are somewhat
superior to those from the bottom-up approach. Forecast gains over the random walk
benchmark are as high as 35% and 30% under the direct approach and bottom-up
approach, respectively.

Looking at the components, unconstrained growth forecasts for industry, construction, trade,
real estate activities and import duties, lead to significant gains for short horizons, while for
financial activities gains occur early on and at the end of the horizon. Component forecast
gains under the bottom-up approach range from as high as 50% for the financial and trade
sector to 10% for industry. Constrained component forecasts lead to improved accuracy over
naive forecasts for short to medium horizons in the case of industry, construction trade, real
estate activities, other services and import duties. Moreover, constrained growth forecasts
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for the sectors of financial activities, and information and communication outperform the
benchmark throughout the forecast horizon. For constrained component forecasts the
highest gains are achieved in financial and trade sectors (about 30%), while the smallest
gains are registered in the industry sector (about 10%). Compared to the unconstrained
component forecasts, gains attained through constrained component forecasts are slightly
lower, but more widespread across components and horizons. In the sector of professional
services gains are limited for both constrained and unconstrained forecasts. In the sectors of
agriculture and public administration, education and health neither, the unconstrained
sectoral models nor the constrained models significantly improve on the naive benchmark.

Another result of the analysis is that aggregate and disaggregate forecasts computed from a
set of pre-selected predictors which are highly correlated with the dependent variables are at
least as accurate as the forecasts obtained using the full set of predictors. This result could
be explored further in future research using more sophisticated pre-selection technigues
(e.g. regularisation methods). Moreover, the results revealed some forecast instability
although the pseudo out-of-sample period here is much smaller compared to other similar
stability exercises (e.g. Stock and Watson 2003, 2004). The investigation of forecast stability
could be addressed further in future work by expanding the model space for forecast
combinations.

This paper extends the methodology currently used at the Economics Research Centre for
forecasting GDP growth to the construction of forecasts for the production side of the
national accounts. The analysis in this paper provides indications in favour of the direct
approach to forecasting GDP growth. However, the results also point towards some
instability in the forecasting performance. For example, during the recent recession the direct
approach produced less imprecise forecasts for GDP growth and for most of its components
than the bottom-up approach, but the opposite seems to have occurred during the
subsequent recovery. As the available time series span is relatively short, with only one
major recession episode, the accuracy of aggregate and disaggregate forecasts from both
the direct and bottom-up approaches should be systematically monitored.

The methods employed in this paper can also be applied in the construction of forecasts for
the expenditure components of GDP, thereby developing a full set of tools for identifying
growth drivers in the Cypriot economy, from both the supply and demand sides. Another
extension of this work is to explore systems of equations in which the dynamic interrelations
among production-side components can be modelled directly. The dominance of naive
forecasts in some sectors, in terms of accuracy, found in this paper, could guide the choice
of statistical restrictions on systems of equations for components. Systems can be used for
both forecasting and analysing the impact of shocks or policy changes. However, the
econometric estimation of systems of equations for sectoral activity requires assumptions
and techniques that sufficiently reduce the parameter space.
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Appendix

Al. Factors

Stock and Watson (2002a, 2002b) develop a two-step procedure that leads to the computation of
forecasts for the variable of interest. First the time series of factors are estimated; then the
relationship between the variable to be forecasted and the estimated factors (and possibly other
observed variables) is estimated.

Let y,,, be the variable to be forecasted and let X, = (X;;, X5, .., Xy:)' be a vector of predictors
available fort = 1,2, ..., T then

Xit = Al(L)ft' + Nit i = 1, 2, ,N (Al)

Yesn = BWL) fe + Y (LW, + €4 (A2)

where f; denotes the vector of # common dynamic factors, n;, is the idiosyncratic error associated
with the i —th predictor, W, is a k x 1 vector of observed variables and the lag polynomials A;(L), B(L),
y(L) are at most of order g with A4;(L) = X7 4L/, B(L) =X BL/, y(L)=XI_,vL/. The
idiosyncratic errors are allowed to be correlated across time periods and different predictors in the
dataset, i.e. errors are serially and cross-sectionally correlated (Stock and Watson 2002a, 2002b).

Let Fe = (f{, fi-1, -, fi—q )" be an r x 1 vector with r < 7 (q + 1); let A be the matrix of factor loadings
and its i —th row is given by (4,9, 4;1, ..., 4i¢), then the static representation of the dynamic factor model
in (A1) and (A2) is written as

Xt = AFt + nt (A3)
Vern = B'Fe + YW, + €4, (A4)

where S = (By, By, ., Bg) and n¢ = (M1, M2e -, Mye)’- Under some assumptions about the factor
loadings and the moments of the idiosyncratic errors, factors can be consistently estimated using the
method of principal components whereby the estimated factors F are given by the first r eigenvectors
of the T x T data matrix, XX’, and the estimated factor loadings are computed as A = T~'X'F, where
X=X X,..X) and F = (F/F,..F;). In order for the factors to be uniquely identified the
normalisation T~*F'F = I, is required. 20: 2

20 Further details about estimation and asymptotic properties of the estimators can be found in Stock and Watson
(2002b).

21 Alternatively factors and factor loadings can be computed from the N x N matrix X'X, but when N > T it is
computationally easier to follow the approach described (see Stock and Watson 2002b).
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A2. Data

TABLE Al

Number of series in the dataset by category

Number of series

Category

188

Domestic series

80
38

Activity

Labour market

Price indices

13

Interest rates

Fiscal variables

Stock market indicators

23
18
143

Business and consumer surveys

Loans and deposits

Foreign/international series

42

Activity and labour market

Price indices

13
22
3

Commodity prices

Stock market indicators

1

Interest rates and spreads

24

Business and consumer surveys

Exchange rates

331

All series

FIGURE Al

GDP and its production-side components, year-on-year percentage change (%)
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Figure Al (continued)
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A3. Bottom-up GDP growth forecasts

Another method to compute indirect GDP forecasts is by aggregation of the component forecasts
obtained from single equation models to get as many different forecasts for GDP as the number of
models estimated i.e.

5(GDP,i) _ S 5(8,1)
Zt+h - S—IZt+h

where ZAS;I) is the forecasted level of component s implied by the corresponding growth forecast for
period t + h from model i, incorporating information up to period t; Zt(fﬁp‘i) is the resulting forecast for
the level of GDP that is subsequently transformed into growth rate. The resulting GDP growth rates
for all i are then combined using forecast combinations described in section 2 to form a single GDP
growth forecast. This method is computationally more intensive than the method discussed in section
4. 22 The RMFSE of bottom-up forecasts relative to that of the direct GDP growth forecasts from the

random walk model is shown in Table B1.

TABLE A2

RMSFE relative to random walk, GDP growth (bottom-up approach using component model forecasts)

Forecast horizon (quarters) 1 2 3 4 5 6 7 8
Random walk benchmark, RMSFE 1.10 2.09 3.15 4.25 4.46 4.68 4.92 5.17
Based on component univariate model forecasts

Random walk 1.10 1.05 1.04 1.04 1.04 1.04 1.05 1.05
AR(AIC) 0.78 0.81 0.85 0.90 0.94 0.97 0.99 1.02
AR(BIC) 0.84 0.85 0.88 0.95 0.96 1.00 1.01 1.02
AR(1) 0.92 0.90 0.89 0.93 0.95 0.97 1.00 1.01
AR(4) 0.77 0.80 0.81 0.87 0.92 0.97 0.99 1.01

Based on component ADL/FAR/FADL model forecasts
combined into a single GDP growth forecast

Median 0.79 0.75 0.80 0.88 0.91 0.97 0.99 1.01
Mean 0.78 0.74 0.78 0.87 0.90 0.95 0.98 1.02
Trimmed mean (5% trimming) 0.78 0.74 0.79 0.88 0.91 0.96 0.99 1.02
Discounted MSFE (0.90) 0.77 0.72 0.77 0.86 0.88 0.95 0.98 1.02
Discounted MSFE (0.95) 0.78 0.72 0.77 0.86 0.89 0.95 0.98 1.02
Discounted MSFE (1.00) 0.78 0.73 0.77 0.86 0.89 0.95 0.98 1.02
Squared discounted MSFE (0.90) 0.75 0.71 0.76 0.84 0.87 0.93 0.97 1.01
Squared discounted MSFE (0.95) 0.76 0.71 0.76 0.85 0.88 0.95 0.98 1.02
Squared discounted MSFE (1.00) 0.77 0.72 0.77 0.86 0.88 0.95 0.98 1.02

Note: Entries in bold denote statistical significance at 10% level of the modified Diebold-Mariano test of equal forecast accuracy (Diebold and
Mariano 1995; Harvey et al. 1997). The tests compare the forecast errors from the benchmark model (random walk) to those from the forecast
combinations or univariate models shown in the table.

AR(AIC) and AR(BIC) denote the autoregressive models with lag length selected using the Akaike and Bayesian information criteria, respectively;
AR(1) and AR(4) are the autoregressive models of order one and four, respectively.

For the discounted and squared discounted MSFE forecast combination methods the discount factor is given in parentheses.

22 When pre-selected predictors are used for modelling and component growth, the number of forecasting models
differ for each component and therefore aggregation is more complex.
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TABLE A3
RMSFE relative to squared discounted MSFE (0.90) combination from the direct approach, GDP growth (bottom-up
approach using component model forecasts)

Forecast horizon (quarters) 1 2 3 4 5 6 7 8
Benchmark: Squared discounted MSFE (0.90), RMSFE 0.80 1.36 2.21 3.08 3.52 4.05 4.44 4.92
Based on component univariate model forecasts

Random walk 1.52 1.61 1.48 1.44 1.32 121 1.16 1.10
AR(AIC) 1.08 1.25 1.20 1.25 1.19 1.13 1.10 1.07
AR(BIC) 1.16 131 1.25 131 1.22 1.15 1.12 1.07
AR(1) 1.27 1.38 1.26 1.29 1.20 1.13 111 1.06
AR(4) 1.06 1.23 1.16 1.21 1.16 1.12 1.10 1.07

Based on component ADL/FAR/FADL model forecasts
combined into a single GDP_growth forecast

Median 1.09 1.16 1.13 1.22 1.15 112 1.09 1.06
Mean 1.08 1.13 111 1.21 1.14 1.10 1.09 1.07
Trimmed mean (5% trimming) 1.08 1.14 1.12 1.22 1.15 111 1.09 1.07
Discounted MSFE (0.90) 1.06 111 1.09 1.19 1.12 1.10 1.08 1.07
Discounted MSFE (0.95) 1.07 1.11 1.10 1.19 1.13 1.10 1.09 1.07
Discounted MSFE (1.00) 1.08 1.12 1.10 1.20 1.13 1.10 1.09 1.07
Squared discounted MSFE (0.90) 1.04 1.09 1.07 1.17 1.10 1.08 1.07 1.07
Squared discounted MSFE (0.95) 1.06 1.09 1.08 1.18 111 1.09 1.08 1.07
Squared discounted MSFE (1.00) 1.07 1.10 1.09 1.19 1.12 1.10 1.09 1.07

Note: Entries in bold denote statistical significance at 10% level of the modified Diebold-Mariano test of equal forecast accuracy (Diebold and
Mariano 1995; Harvey et al. 1997). The tests compare the forecasts errors from the benchmark model (squared discounted MSFE with a discount
factor equal to 0.90) to those from the methods listed in the table.

AR(AIC) and AR(BIC) denote the autoregressive models with lag length selected using the Akaike and Bayesian information criteria, respectively;
AR(1) and AR(4) are the autoregressive models of order one and four, respectively.

For discounted and squared discounted MSFE forecast combination methods the discount factor is given in parentheses.
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