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Abstract

This paper considers the construction of optimal designs for nonlinear regres-

sion models when there are measurement errors in the predictor. Corresponding

(approximate) design theory is developed for maximum likelihood and least squares

estimation, where the latter leads to non-concave optimisation problems. For the

Michaelis-Menten, EMAX and exponential regression model D-optimal designs can

be found explicitly and compared with the corresponding designs derived under the

assumption of no measurement error in concrete applications.

AMS Subject Classification: 62K05

Keywords and Phrases: error-in-variable model, optimal design, nonlinear regression, D-

optimality

1 Introduction

Errors-in-variables models, also referred to as measurement error models, differ from the

classical regression models in that one or more of the independent variables involved are

subject to measurement error. It goes without saying that in applied work covariates are

often measured imprecisely with the source of error varying, for example, from simple

instrument or human error to systematic error in questionnaires or error in measuring

long-term quantities such as food intake [Carroll et al. (1995)]. Overlooking this error

will result in biased parameter estimates [Carroll et al. (1995)] and therefore in inaccurate

conclusions to be drawn from the experiment. In view of the importance of measurement
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error models, mainly due to their wide range of applications, analysis strategies for errors-

in-variables models received much attention leading to a considerably large literature on

the subject.

For illustration purposes let us consider a nonlinear regression model involving only

one independent variable given by

Yi = m(xi,θ) + ηi, i = 1, . . . , n,

and assume that one cannot observe xi directly but instead observes

Xi = xi + εi, i = 1, . . . , n,

where θ is the vector of unknown model parameters and ηi and εi are the response and

covariate errors respectively. The observed variable X is called the manifest variable

whereas the true unobserved variable x is called the latent variable. Depending on the

error structure, measurement error models are classified accordingly and different analysis

methods are used. The model is said to be a structural or a functional model when the

true value of the x’s are assumed to be random variables or a sequence of unknown fixed

constants respectively. In both cases, the measurement error is independent of the latent

variable and is referred to as classical error. The third basic measurement error model

is the Berkson error model under which the observed variable X is fixed and controlled

by the experimenter. Measurement error now enters via the setting of the value of the

covariate and is independent of the manifest variable. The Berkson error model is used in

situations where the experimenter sets target values Xi, i = 1, . . . , n, for the covariate but

the true values xi, i = 1, . . . , n, used in the experimenter differ from the ones originally

designed. For a detailed review of the characteristics and estimation results see, for

example, Bard (1974), Fuller (1987), Carroll et al. (1995) and Buonaccorsi (2010).

Based on the analysis methods readily available for measurement error models, the

issue of efficient planning of experiments involving such models follows naturally. Due to

the broad applicability of errors-in-variables models finding efficient experimental designs

is of great interest as these designs minimise both the cost and duration of experiments

while at the same time maximize the precision of their conclusions. Despite its impor-

tance, the literature on optimal designs for models with error-in-variables is rather scarce.

One of the first authors that examined the effects of measurement error on the planning

of experiments involving errors-in-variables models is Box (1963). He considers response

surface models with Berkson type errors and explores the robustness of factorial and frac-

tional factorial designs. Following Box (1963), Draper and Beggs (1971) and Vuchkov
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and Boyadjieva (1983) propose the use of the sum of squared differences of the responses

and the maximum element of the information matrix respectively, as a measure of robust-

ness against Berkson type errors. Furthermore, Tang and Bacon-Shone (1992) study the

construction of Bayesian optimal designs for the Berkson type probit model.

More recent results on Berkson error models are given in Pronzato (2002) and Donev

(2004). Besides the initial assumption of errors in setting the independent variable values,

Pronzato (2002) further assumes that the true values, and therefore the actual design used,

is known at the end of the experiment. He uses the expected value of the determinant

of the information matrix as an extension to the D-optimality criterion. Donev (2004)

considers both the cases of unknown and known true values at the end of the study.

Under the former scenario he proposes the use of the sum of the variances of the estimated

responses as a measure of robustness whereas in the latter case he argues that minimising

the expected value of the inverse information matrix is a more appropriate criterion than

that proposed by Pronzato (2002).

In contrast to the above literature, little research has been done on how to plan exper-

iments involving a structural or a functional model. To the best of our knowledge there

are only two papers considering this type of design problem. Keeler and Reilly (1992) use

the classical D-optimality criterion to construct sequential designs for functional models.

The measurement errors of the independent variables enter via the maximum likelihood

estimation and hence via the information matrix. Structural models are considered in

Dovi et al. (1993). Measurement error is again accounted for in the estimation stage how-

ever, optimal designs are constructed using the expectation of the D-optimality criterion

with respect to the fluctuations of the design variables assumed to be random.

In the present paper we focus on the classical error structure for which measure-

ment error occurs due to recording devices error, administration error, etc. [Carroll et al.

(1995)]. We feel this is an assumption arising more frequently in applications compared

to the Berkson error structure which assumes, for example, zero measuring device error.

Furthermore, we focus on functional rather than structural models because the latter re-

quire further assumption to be made on the distribution of the latent variable and even

in this case the estimation procedures for functional modelling are robust to misspecifica-

tions of the distribution of the independent variable [Carroll et al. (1995)]. In Section 2

we introduce a nonlinear functional model involving a vector of covariates. The limiting

properties of both the maximum likelihood and least squares estimators for the vector

of unknown parameters are established and the approximate optimal design problem in

the context of nonlinear models subject to the functional error structure is introduced.

Then in Section 3 we focus on the construction of locally optimal designs with respect
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to Kiefer’s Φ`-optimality criteria for such functional models. We state the general equiv-

alence theorem for maximum likelihood estimation and find a necessary condition for

Φ`-optimality under least squares estimation. In Section 4 we illustrate our approach

through an application to the D-optimality criterion for the case of only one explanatory

variable and uncorrelated measurement errors. Extensions of the well-known result on

the equality of the weights of locally D-optimal saturated designs are also given under

both estimation methods. We provide analytical characterisations of locally D-optimal

design for three widely used nonlinear models under the functional error structure consid-

ered with maximum likelihood and least squares estimation being considered separately.

Three real examples are considered in Section 5 for each of which we compare the lo-

cally D-optimal designs arising for maximum likelihood and least squares estimation in

the Michaelis-Menten error-in-variables model with the D-optimal design for the model

under the assumption of no measurement error. Finally, proofs of all results are presented

in an Appendix and an Online Supplement, which contains further details.

We conclude this introduction by mentioning once again that the focus of this paper

is on locally optimal designs for functional errors-in-variables models, since our goal is

to explore the differences which may appear in the optimal designs if the error in the

predictor is ignored. These designs require some preliminary information regarding the

unknown parameters and there are numerous situations where such information is avail-

able, for example, in Phase II dose-finding trials [see Dette et al. (2008)]. Moreover, if

such knowledge is not available the theory developed in this paper can be further extended

using similar arguments as in Chaloner and Verdinelli (1995) and Dette (1997) to obtain

optimal designs with respect to robust optimality criteria.

2 Estimation in functional models

Throughout this paper we consider nonlinear functional models of the form

Yij = m(xi,θ) + ηij, i = 1, . . . , n, j = 1, . . . , ri

ηij ∼ N(0, σ2
η),

(1)

where θ = (θ0, θ1, . . . , θp)
T is the vector of unknown model parameters, n is the number of

distinct experimental conditions, ri, i = 1, . . . , n, is the number of repeated measurements

taken at the ith observation point and ηij, i = 1, . . . , n, j = 1, . . . , ri, is the measurement

error in the response Yij. The vector of unknown true values of the independent variables

xi = (xi1, xi2, . . . , xiq)
T , with q not necessarily equal to p, is also subject to measurement
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error. In particular, we assume that we observe

X ij = xi + εij, i = 1, . . . , n, j = 1, . . . , ri

εij ∼ N(0, σ2
ε ),

(2)

with xi ∈ X being fixed where X ⊂ Rq denote the design space. We further suppose that

the vectors of measurement errors are independent and identically distributed, that is,

(ηij, εij)
T ∼ N(0,Σηε), where

Σηε =


σ2
η ση,ε1 . . . ση,εq

σε1,η σ2
ε1

. . . σε1,εq
...

...
. . .

...

σεq ,η σεq ,ε1 . . . σ2
εq

 ,

is a nonsingular matrix. For the sake of brevity we focus on the assumption of a normal

distribution for the errors in model (1) and (2). Under other distributional assumptions

similar results can be obtained using the methodology introduced in this paper.

2.1 Maximum likelihood estimation

We note that since the vector of measurement errors is normally distributed the maximum

likelihood estimator θ̂ML coincides with the weighted least squares estimator with weight

matrix equal to Σ−1ηε and is defined as the first component of (θ,x) that minimises

n∑
i=1

ri∑
j=1

(Yij −m(xi,θ),X ij − xi) Σ−1ηε (Yij −m(xi,θ),X ij − xi)T .

In the rest of the article we only referred to maximum likelihood estimation but never-

theless all our results for this estimation method are also valid for weighted least squares

estimation.

Following Fuller (1987), we impose the following assumptions:

(a) The functionm(xi,θ) is continuous and has continuous first and second order deriva-

tives with respect to both xi and θ.

(b) For every ζ > 0 there exists a constant δζ > 0 such that

Qn(θ) =
1

n

n∑
i=1

ri∑
j=1

inf
Yij=m(xi,θ)

(Yij −m(xi,θ),X ij − xi) Σ−1ηε (Yij −m(xi,θ),X ij − xi)T > δζ ,
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for all θ satisfying |θ−θtrue| > ζ, where θtrue denotes the “true” vector of unknown

parameters.

The limiting properties of the estimator θ̂ML as the sample sizes increase are derived

under the assumption

lim
ri→∞

ri
r

= ωi > 0, i = 1, . . . , n, (3)

as ri →∞, where r =
∑n

i=1 ri. Throughout this paper we collect the information provided

by the different experimental conditions and the limiting relation above in the matrix

ξ =

{
x1 . . . xn

ω1 . . . ωn

}
, 0 < ωi ≤ 1,

n∑
i=1

ωi = 1. (4)

Note that ξ defines a probability measure on the design space X , and following Kiefer

(1974) we call any probability measure of the form (4) an approximate design on X (⊂ Rq).

By a slight modification of Theorem 3.2.1 in Fuller (1987) we have that

√
r(θ̂ML − θtrue)

L−→ N(0,M−1
ML(ξ,θ)),

where
L−→ denotes convergence in distribution and the inverse of the asymptotic covariance

matrix is given by

MML(ξ,θ) =

∫
X

1

σ1(x,θ)

(
∂m(x,θ)

∂θ

)T (
∂m(x,θ)

∂θ

)
dξ(x) (5)

=
n∑
i=1

ωi
σ1(xi,θ)

(
∂m(xi,θ)

∂θ

)T (
∂m(xi,θ)

∂θ

)
,

with

σ1(xi,θ) =

(
1,
∂m(xi,θ)

∂xi

)
Σηε

(
1,
∂m(xi,θ)

∂xi

)T
. (6)

We conclude this section noting that Fuller (1987) examines a more general set-up

where the model cannot be written as in (1). On the other hand, he fixes the sample sizes

ri, i = 1, . . . , n, to 1 and considers homoscedastic error variances converging to zero.

6



2.2 Least squares estimation

The (ordinary) least squares estimator θ̂LS is defined as the first component of (θ,x)

minimizing the expression

n∑
i=1

ri∑
j=1

(Yij −m(xi,θ),X ij − xi) (Yij −m(xi,θ),X ij − xi)T .

Given assumptions (a) and

(b1) For every ζ > 0 there exists δζ > 0 such that

Q′n(θ) =
1

n

n∑
i=1

ri∑
j=1

inf
Yij=m(xi,θ)

(Yij −m(xi,θ),X ij − xi) (Yij −m(xi,θ),X ij − xi)T > δζ ,

for all θ satisfying |θ − θtrue| > ζ.

and following the methodology in the proof of Theorem 3.2.1 in Fuller (1987) it can be

shown that √
r(θ̂LS − θtrue)

L−→ N(0,M−1
LS (ξ,θ)),

where the inverse of the asymptotic covariance matrix is now given by

MLS(ξ,θ) = D0(ξ,θ)D−11 (ξ,θ)D0(ξ,θ). (7)

Here the matrices D0(ξ,θ) and D1(ξ,θ) are defined as

D0(ξ,θ) =

∫
X

1

σ0(x,θ)

(
∂m(x,θ)

∂θ

)T (
∂m(x,θ)

∂θ

)
dξ(x), (8)

D1(ξ,θ) =

∫
X

σ1(x,θ)

σ0(x,θ)

(
∂m(x,θ)

∂θ

)T (
∂m(x,θ)

∂θ

)
dξ(x), (9)

where the function σ1(x,θ) is given in (6). and

σ0(xi,θ) =

(
1,
∂m(xi,θ)

∂xi

)(
1,
∂m(xi,θ)

∂xi

)T
. (10)

In the literature on optimal design, the matrices MML(ξ,θ) and MLS(ξ,θ) are called

information matrices of the design ξ [see Pukelsheim (2006)].
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3 Optimal Designs

Following Kiefer (1974) we consider the construction of optimal approximate designs of

the form (4) that are defined as probability measures with finite support on the design

space X (⊂ Rq). This means that the support points xi, i = 1, . . . , n define the distinct

experimental points where observations are to be taken and the weights ωi represent the

relative proportion of observations to be taken at the corresponding support point. If

an approximate design is given and r observations can be taken, a rounding procedure

is applied to obtain integers ri (i = 1, . . . , n) from the not necessarily integer valued

quantities ωir (i = 1, . . . , n) [see Pukelsheim and Rieder (1992)]. In this case the relation

(3) obviously holds and by the discussion in Section 2.1 and 2.2 the precision of the

maximum likelihood and least squares estimators can be measured by the inverses of the

information matrices MML(ξ,θ) and MLS(ξ,θ), respectively. Therefore, optimal designs

are constructed by maximizing a function, say Φ, of the information matrix with respect

to the design ξ which is called optimality criterion. This function differs according to the

combination of model parameters we are interested in estimating and there are numerous

criteria which can be used to discriminate between competing designs [see, for example,

Pukelsheim (2006) or Atkinson et al. (2007)]. In the following we concentrate on Kiefer’s

Φ` criteria, which are defined by

Φ`(M(ξ,θ)) =
(
tr
{ 1

p+ 1
M `(ξ,θ)

})1/`
, ` ∈ [−∞, 1) (11)

and contain the famous D-, A- and E-criterion (` = 0, ` = −1, ` = −∞) as special

cases. A very useful tool for the characterisation of optimal designs and for checking the

optimality of a candidate design is the general equivalence theorem [see, for example,

Silvey (1980) or Atkinson et al. (2007)]. In the case of maximum likelihood estimation

in the functional models under consideration, the general equivalence theorem for Φ`-

optimality is presented below.

Theorem 1. If ` ∈ (−∞, 1), a design ξ∗θ is locally Φ`-optimal for maximum likelihood

estimation in any functional model of the form (1) and (2) if and only if the inequality

dML(x, ξ∗θ,θ) := tr
{
M `−1

ML(ξ∗θ,θ)

(
∂m(x,θ)
∂θ

)T (∂m(x,θ)
∂θ

)
σ1(x,θ)

}
≤ tr{M `

ML(ξ∗θ,θ)},

holds for all x ∈ X with equality at the support points x∗i of ξ∗θ. The matrix MML(ξ∗θ,θ)

and the function σ1(x,θ) are given in (5) and (6) respectively.
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On the other hand, when the vector of unknown parameters θ is estimated via least

squares the criterion function, Φ`(MLS(ξ,θ)) where MLS(ξ,θ) is given in (7), is not con-

cave and therefore the general equivalence theorem does not hold. The following theorem

provides a necessary (but not sufficient) condition for the Φ`-optimality of a candidate

design, that is, a design that does not satisfy this condition cannot be Φ`-optimal for

errors-in-variables models of the form (1) and (2).

Theorem 2. If ` ∈ (−∞, 1), any locally Φ`-optimal design ξ∗θ on X for least squares

estimation in any functional model of the form (1) and (2) satisfies the inequality

dLS(x, ξ∗θ,θ) := 2d0(x, ξ
∗
θ,θ)− σ1(x,θ)d1(x, ξ

∗
θ,θ),

for all x ∈ X , where

d0(x, ξ
∗
θ,θ) =

(∂m(x,θ)

∂θ

)TD−10 (ξ∗θ,θ)M `
LS(ξ∗θ,θ)

σ0(x,θ)

(∂m(x,θ)

∂θ

)
,

d1(x, ξ
∗
θ,θ) =

(∂m(x,θ)

∂θ

)TD−10 (ξ∗θ,θ)M `+1
LS (ξ∗θ,θ)D−10 (ξ∗θ,θ)

σ0(x,θ)

(∂m(x,θ)

∂θ

)
and σ0(x,θ), σ1(x,θ) are given in (10), (6), respectively. Furthermore, the maximum of

dLS(x, ξ∗θ,θ) is achieved at the support points x∗i of ξ∗θ.

Theorems 1 and 2 can also be extended to the case ` = −∞, but details are omitted

for the sake of brevity. We refer to Pukelsheim (2006), Section 7.22, for the analogue

of Theorem 1. The extension of Theorem 2 to the case ` = −∞ can be derived using

the argument in Sections 11.10 - 11.13 of this reference. These results can be used to

find the exact number or an upper bound for the number of support points of the locally

Φ`-optimal design for models as in (1) and (2). This is illustrated in the following section

for the D-optimality criterion and three specific functional errors-in-variables models of

interest.

4 D-optimal designs for nonlinear error-in-variables

models

In this section we focus on D-optimal designs which maximize the determinant of the

information matrix M(ξ,θ) with respect to the design ξ [see, for example, Atkinson

et al. (2007)]. This criterion corresponds to the case ` = 0 of Kiefer’s Φ`-criterion (11)

and D-optimal designs minimise the volume of the confidence ellipsoid for the parameter
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estimators. In this case the inequalities in Theorems 1 and 2 reduce to

dML(x, ξ∗θ,θ) = tr
{
M−1

ML(ξ∗θ,θ)

(∂m(x,θ)
∂θ

)T (∂m(x,θ)
∂θ

)
σ1(x,θ)

}
≤ p+ 1,

dLS(x, ξ∗θ,θ) :=

(
∂m(x,θ)

∂θ

)T
[2d0(x, ξ

∗
θ,θ)− σ1(x,θ)d1(x, ξ

∗
θ,θ)]

(
∂m(x,θ)

∂θ

)
≤ p+ 1,

(12)

where

dk(x, ξ
∗
θ,θ) :=

D−1k (ξ∗θ,θ)

σ0(x,θ)
, k = 0, 1.

When a design has as many support points as model parameters it is said to be a saturated

design. From Lemma 5.1.3 in Silvey (1980) it follows that when the parameters of any

functional model as in (1) and (2) are estimated via maximum likelihood, the locally

D-optimal saturated design is equally supported.

Lemma 1. The locally D-optimal saturated design on X for maximum likelihood estima-

tion in any functional model of the form (1) and (2), puts equal weights at its support

points.

The Lemma below shows that the same result also holds for least squares estimation.

Lemma 2. The locally D-optimal saturated design on X for least squares estimation in

any functional model of the form (1) and (2) puts equal weights at its support points.

In what follows we consider three well-known and widely used nonlinear models and

investigate the construction of locally D-optimal designs when the functional error struc-

ture described in (1) and (2) is assumed. Both maximum likelihood and least squares

estimation are examined separately. Our approach is illustrated through an application

to the case of one explanatory variable and we further assume for the sake of simplicity

that the measurement errors of the dependent and independent variables are uncorre-

lated. Therefore, the variance-covariance matrix of the vector of measurement errors is

now given by

Σηε =

(
σ2
η 0

0 σ2
ε

)
, (13)

and the functions σ0(x,θ) and σ1(x,θ) in (10) and (6) become

σ0(x,θ) = 1 +

(
∂m(x,θ)

∂x

)2

(14)
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and

σ1(x,θ) = σ2
η +

(
∂m(x,θ)

∂x

)2

σ2
ε . (15)

Namely, we consider the Michaelis-Menten, the EMAX and the exponential regression

model, which are widely used in various areas of scientific research, such as pharmacology,

medicine and biochemistry among others and in particular, they are used for modelling

the dose-response relationship.

The Michaelis-Menten model is specified by

m1(x,θ) =
θ1x

(θ2 + x)
, x ∈ X = [0, xu] ⊂ R+

0 , (16)

where the function m1 relates the velocity of a reaction to the concentration x of a

substrate, the parameter θ1 ≥ 0 corresponds to the maximum reaction velocity and θ2 ≥ 0

is the half-saturation constant, that is, the concentration-value x where the velocity is half-

maximal. Optimal designs for this model in the case of no measurement error have been

discussed by Duggleby (1979), Dunn (1988), Rasch (1990), Dette and Wong (1999) and

Dette et al. (2010b), among others.

An increasing dose-response relationship with maximum effect achieved asymptotically

at large dose levels is often modeled using the EMAX model given by

m2(x,θ) = θ0 +
θ1x

θ2 + x
, x ∈ X = [0, xu] ⊂ R+

0 , (17)

[see, for example, Bretz et al. (2005)]. The explanatory variable x denotes the dose,

θ0 ≥ 0 usually corresponds to the placebo effect, that is, at dose x = 0, θ1 ≥ 0 is

the asymptotic maximum increase above the placebo and θ2 ≥ 0 is the dose producing

half of the asymptotic maximum effect. Optimal designs for the EMAX model with no

measurement error have been determined by Dette et al. (2008) and Dette et al. (2010a),

among others.

Finally, we consider the exponential regression model

m3(x,θ) = θ0e
−θ1x, x ∈ X = [xl, xu] ⊂ R, (18)

which is the simplest and one of the most widely used models for survival studies such as

clinical trials. As before x is the dose and the function m3 represents the time until the

occurrence of a particular event of interest, for example, the cure of patients. The param-

eter θ0 ≥ 0 denotes the placebo effect and θ1(6= 0) describes the rate of the explanatory

effect. Because of its importance, numerous authors have worked on the construction
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of optimal designs in the case of no measurement error [see, for example, Melas (1978),

Mukhopadhyaya and Haines (1995), Dette and Neugebauer (1997), Han and Chaloner

(2003) and Dette et al. (2006)].

4.1 Maximum likelihood estimation

When the model parameters are estimated via maximum likelihood the information matrix

of a given design ξ is defined in (5). We also note that in this case classical optimal design

theory results, such as the general equivalence in Theorem 1 and Lemma 1, are applicable.

We begin with a discussion on locally D-optimal designs for the Michaelis-Menten model

when the explanatory variable is subject to measurement error. The following result shows

that the locally D-optimal design for the Michaelis-Menten model is uniquely determined

and supported at exactly two points and it is therefore a saturated design.

Theorem 3. The locally D-optimal design on X = [0, xu] for maximum likelihood esti-

mation in the Michaelis-Menten model (16) with measurement errors as in (1) and (2)

is unique and puts equal masses at the points x∗1 and xu, where x∗1 is the unique solution

of the equation
1

x1
− 1

xu − x1
− 2(θ2 + x1)

3

(θ2 + x1)4 + θ21θ
2
2%

2
εη

= 0, (19)

in the interval (0, xu) and %2εη = σ2
ε/σ

2
η.

We observe that the larger support point of the locally D-optimal design is always

fixed at the upper end-point xu of the design space regardless of the parameter vector

θ. Therefore, using Theorem 3 the design problem reduces to an optimisation problem

in one variable. Note that in the case of no error in the predictor, that is %2εη = 0, the

solution of equation (19) is given by x∗1 = θ2xu
2θ2+xu

, which is the result obtained by Rasch

(1990) for the D-optimal design in the Michaelis-Menten model with no measurement

error. Moreover, if %2εη → ∞ we obtain x∗1 → xu
2

, and an application of the implicit

function theorem shows that x∗1 is a strictly increasing function of the ratio %2εη = σ2
ε/σ

2
η.

This means that the “non-trivial” support point of the D-optimal design for a model with

no measurement error is always smaller than the corresponding point of the D-optimal

design for the Michaelis-Menten model with measurement error.

Remark 1. A careful inspection of the proof of Theorem 3 shows that for any ` ∈ [−∞, 1)

the locally Φ`-optimal design for maximum likelihood estimation in the Michaelis-Menten

model with measurement errors is always supported at the right boundary of the design

space and a further point x∗1 ∈ (0, xu). Similar conclusions can be drawn for all other

scenarios discussed in this section.
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We now consider the D-optimal design problem for the EMAX model with measure-

ment errors of the form (1) and (2). Note that for any design ξ, the information matrix

for the EMAX model and therefore the resulting D-optimal design is independent of the

parameter θ0 and thus it can be treated as a nuisance parameter.

Theorem 4. The locally D-optimal design on X = [0, xu] for maximum likelihood esti-

mation in the EMAX model (17) with measurement errors as in (1) and (2) is unique

and puts equal masses at exactly three points 0, x∗1, xu where the support point x∗1 is the

unique solution of the equation (19) in the interval (0, xu).

The above theorem shows that the locally D-optimal design for the EMAX model is

always supported at the two boundaries of the design space and its middle support point

is equal to the smaller support point of the locally D-optimal design for the corresponding

Michaelis-Menten model.

Finally we derive an analytical characterisation of the locally D-optimal design for the

exponential regression model.

Theorem 5. The locally D-optimal design on X = [xl, xu] for maximum likelihood esti-

mation in the exponential regression model (18) with measurement errors as in (1) and

(2) is unique and has exactly two support points.

(a) If θ1 > 0, this design is

ξ∗θ =

{
xl x∗1
0.5 0.5

}
,

where x∗1 = min{xu, x̃1} with x̃1 being the unique solution of the equation(
σ2
ηe

2θ1x1 + θ20θ
2
1σ

2
ε

)
− (x1 − xl)θ1σ2

ηe
2θ1x1 = 0,

in the interval (xl,∞).

(b) If θ1 < 0, this design is

ξ∗θ =

{
x∗0 xu

0.5 0.5

}
,

where x∗0 = max{xl, x̃0} with x̃0 being the unique solution of the equation

−
(
σ2
ηe

2θ1x0 + θ20θ
2
1σ

2
ε

)
− (xu − x0)θ1σ2

ηe
2θ1x0 = 0,

in the interval (−∞, xu).

Theorem 5 provides a complete classification of the locally D-optimal design depending

on the sign of the parameter θ1, that is, whether the dose has an increasing or a decreasing

13



effect on the response. One of the support points of the optimal design is always fixed at

one of the end-points of the design space thus simplifying the design problem. Moreover,

in the “classical” case of no measurement error, that is σ2
ε = 0, the design reduces to

the D-optimal design obtained by Han and Chaloner (2003), which puts equal masses at

the two points xl and min{xu, xl + 1
θ1
} (in the θ1 > 0 case) and max{xl, xu + 1

θ1
} and

xu (in the θ1 < 0 case). An application of the implicit function theorem shows that the

non-trivial support point of the optimal design in the model with no measurement error

is always smaller (larger) than the corresponding model with measurement error when

θ1 > 0 (θ1 < 0).

4.2 Least squares estimation

As mentioned in Section 3, the general equivalence theorem cannot be used for the

characterisation of optimal designs for least squares estimation because the mapping

ξ → MLS(ξ,θ) is in general not concave under the measurement error structure we

consider. However, Theorem 2 (in the case ` = 0) gives a necessary condition for a

design to be D-optimal for least squares estimation (see (12)). In what follows we use

this necessary condition to obtain an upper bound for the number of support points of

the locally D-optimal designs for each of the nonlinear models under consideration. For

purposes of comparison with the optimal designs for maximum likelihood estimation, we

then investigate the construction of locally D-optimal saturated designs which according

to Lemma 2 assign equal weights to each of the support points.

We begin with an explicit result on the number of support points of the locally D-

optimal design for the Michaelis-Menten model when its parameters are estimated via

least squares.

Lemma 3. Under least squares estimation, the locally D-optimal design on X = [0, xu]

for the Michaelis-Menten model model (16) with measurement errors as in (1) and (2)

has at most four support points.

We note that as in Section 4.1, when the Michaelis-Menten model is used, none of the

observations can be taken at point x = 0. An analytical characterisation of the two-point

locally D-optimal design is given below.

Theorem 6. The locally D-optimal saturated design on X = [0, xu] for least squares

estimation for the Michaelis-Menten model (16) with measurement errors as in (1) and

14



(2) puts equal masses at the points x∗1 and xu, where x∗1 is a solution of the equation

1

x1
− 1

xu − x1
− 2(θ2 + x1)

3

(θ2 + x1)4 + θ21θ
2
2%

2
εη

+
2θ21θ

2
2

(θ2 + x1) [(θ2 + x1)4 + θ21θ
2
2]

= 0, (20)

in the interval (0, xu) and %2εη = σ2
ε/σ

2
η.

At this point a comparison of the locallyD-optimal (saturated) designs in the Michaelis-

Menten model with measurement errors for least squares and maximum likelihood esti-

mation might be of interest. Note that the D-optimal designs differ only in the defining

equations (19) and (20) of the interior support point x∗1 by the term

2θ21θ
2
2

(θ2 + x1)[(θ2 + x1)4 + θ21θ
2
2]
≤ 2θ21

θ2[θ22 + θ21]
. (21)

Consequently, if the term on the right-hand side of (21) is small, the designs for maximum

likelihood and least squares estimation do not differ very much (see Section 5 for some

numerical examples), while the differences become larger if this expression is increasing.

Next we consider corresponding results for the EMAX model.

Lemma 4. Under least squares estimation, the locally D-optimal design on X = [0, xu]

for the EMAX model model (17) with measurement errors as in (1) and (2) has at most

five support points.

Theorem 7. The locally D-optimal saturated design on X = [0, xu] for least squares

estimation in the EMAX model (17) with measurement errors as in (1) and (2) puts

equal masses at the points 0, x∗1, xu, where x∗1 is a solution of the equation (20) in the

interval (0, xu).

We conclude again with a brief discussion on the locally D-optimal design for the

exponential regression model. The following lemma provides an upper bound for the

number of support points of the optimal design. Its proof is presented in detail in the

online appendix and uses the properties of extended Chebyshev systems [see Karlin and

Studden (1966)].

Lemma 5. Under least squares estimation, the locally D-optimal design on X = [xl, xu]

for the exponential regression model model (18) with measurement errors as in (1) and

(2) has at most four support points.

For the exponential regression model, an analytical characterisation of the locally D-

optimal saturated design such as the one presented in Theorem 5 can not be produced for

15



the case of least squares estimation. The design is therefore constructed by maximising

detMLS(ξ,θ) =
θ20(x1 − x0)2

4
[
σ2
ηe

2θ1x0 + θ20θ
2
1σ

2
ε

] [
σ2
ηe

2θ1x1 + θ20θ
2
1σ

2
ε

] e−2θ1x0e−2θ1x1

[1 + θ20θ
2
1e
−2θ1x0 ] [1 + θ20θ

2
1e
−2θ1x1 ]

,

with respect to all two-point designs ξ equally supported at points x0 and x1.

5 Data examples

To illustrate our results we use several examples from the literature for the choice of

parameter values and design space. In particular, we use a clinical dose finding study

considered in Dette et al. (2008), data from hormone receptor assays considered in Cressie

and Keightley (1981) and a study of Mihara et al. (2000), who investigated the behaviour

of CSD-plus pyrovate with L-cysteine sulfinate as substrate. We determine locally D-

optimal designs for maximum likelihood and saturated locally D-optimal designs for least

squares estimation in the Michaelis-Menten model with measurement error.

In the first example the response is an anxiety scale score used to determine the

efficacy of an anti-anxiety drug whose dose corresponds to the explanatory variable. The

dose-response relationship was modelled using a homoscedastic normal model although,

as mentioned in Dette et al. (2008), prior to the start of the study, various other models

were considered to be good alternatives. On of the models under consideration was the

EMAX model assuming that the average placebo effect is zero or in other words the

Michaelis-Menten model. By preliminary experiments prior information regarding the

parameter values is available, that is (θ1, θ2) = (7/15, 25), and the design space is given

by X = [0, xu] = [0, 150]. Under maximum likelihood and least squares estimation we

find (saturated) locally D-optimal designs for the Michaelis-Menten model under the

functional error structure described in (1) and (2) which, according to Theorems 3 and

6, are equally supported with point x = xu always being one of their support points. The

left part of Table 1 presents the smaller support points of the saturated locally D-optimal

design for both maximum likelihood and least squares estimation for various values of the

measurement errors ratio %2εη = σ2
ε : σ2

η.

It can be observed that in this first example the D-optimal designs for the two es-

timation methods are nearly identical. These small differences can be explained by the

discussion presented in the paragraph following Theorem 6. For the situation under con-

sideration the quantity on the right-hand side of inequality (21) is given by 2.78 ·10−5 and

there is practically no difference between equations (19) and (20). Consequently, whether

the model parameters will be estimated through maximum likelihood or least squares does
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Table 1: Smaller support points x∗ML and x∗LS of the locally D-optimal (saturated) designs
for maximum likelihood and least squares estimation in the Michaelis-Menten model. Left
part: the clinical trial example considered in Dette et al. (2008); X = [0, 150]. Middle
part: the hormone receptor assay data considered in Cressie and Keightley (1981); X =
[0, 2000]. Right part: the example considered in Mihara et al. (2000); X = [0, 80].

θ1 = 7/15, θ2 = 25 θ1 = 0.69, θ2 = 0.6 θ1 = 16, θ2 = 3.5
%2εη x∗ML x∗LS x∗ML x∗LS x∗ML x∗LS
4:1 18.754 18.755 194.79 195.66 8.499 9.468
2:1 18.751 18.753 193.06 193.95 7.145 8.390
1:1 18.751 18.751 192.18 193.07 6.039 7.572
1:2 18.750 18.751 191.74 192.63 5.155 6.982
1:4 18.750 18.751 191.51 192.41 4.479 6.586

not affect the optimal choice of the D-optimal design. We finally note that the locally

D-optimal design for the Michaelis-Menten model with no measurement errors puts equal

masses at the points 18.75 and 150. Thus in this case there is no substantial difference

between the D-optimal designs for models with and without measurement errors.

Our second example discusses the application of the Michaelis-Menten model to the

hormone receptor assays discussed in Cressie and Keightley (1981). These authors pro-

vided several estimation methods for the parameters θ1, θ2 in the Michaelis-Menten model.

For the data set considered in Table 1 of this reference the design space is given by

X = [0, 2000] and the parameter estimates are θ1 = 43.95 and θ2 = 236.53 [see Dette and

Biedermann (2003), Section 4]. The locally D-optimal designs (more precisely, the corre-

sponding interior support point) are presented in the middle part of Table 1, whereas the

locally D-optimal design for the corresponding model with no measurement error puts

equal masses at the points 191.23 and 2000. Here we observe more substantial differ-

ences between the D-optimal design for models with and without measurement errors, in

particular, if the noise ratio %2εη is large.

Our final example considers the investigation of the behaviour of CSD-plus pyrovate

with L-cysteine sulfinate as substrate [see Mihara et al. (2000) for details]. In this case the

parameter estimates (by maximum likelihood) in the Michaelis-Menten model are given

by θ1 = 1, θ2 = 3.5, the design space is X = [0, 80] and the locally D-optimal design for

the model with no measurement errors puts equal masses at the points 3.218 and 80. The

D-optimal design corresponding to maximum likelihood and least squares estimation in

the Michaelis-Menten model with measurement errors can be found in the right part of

Table 1. We observe that all designs differ substantially and therefore, in this example it
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is of particular importance to take the measurement error into account for the planning

of the experiment.

In all examples under consideration we observe that for fixed ratio-value σ2
ε : σ2

η the

smaller support point of the optimal design for least squares estimation is always greater

than the corresponding x∗ML of the measurement errors ratio-values. Furthermore, in both

the cases of maximum likelihood and least squares estimation the value of the smaller

support point increases as the covariate measurement error σ2
ε increases. On the other

hand, an increase in the value of σ2
η has a decreasing effect on both x∗ML and x∗LS.
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Appendix

Proof of the results in Section 3

Proof of Theorem 2: Let ξ∗θ be a locally D-optimal design for least squares estimation

of the parameters involved in a functional model as in (1) and (2). For any other design

ξ and a ∈ [0, 1] also let ξa = (1− a)ξ∗θ + aξ and

π(ξ) = log Φ`(MLS(ξ,θ)) =
1

`

[
log(p+ 1) + log tr{M `

LS(ξ,θ)}
]
.
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The Frechet derivative of π(ξ) at ξ∗θ in the direction of ξ − ξ∗θ is given by

d

da
π(ξa)

∣∣∣∣
a=0

=
1

` tr{M `
LS(ξa,θ)}

∣∣∣∣
a=0

d

da
tr{M `

LS(ξa,θ)}
∣∣∣∣
a=0

=
1

tr{M `
LS(ξ∗θ,θ)}

tr

{
M `−1

LS (ξ∗θ,θ)
d

da
D0(ξa,θ)D−11 (ξa,θ)D0(ξa,θ)

∣∣∣∣
a=0

}
=

1

tr{M `
LS(ξ∗θ,θ)}

[2tr{D−11 (ξ∗θ,θ)D0(ξ
∗
θ,θ)M `−1

LS (ξ∗θ,θ)D0(ξ,θ)} − tr{M `
LS(ξ∗θ,θ)}

− tr{D−11 (ξ∗θ,θ)D0(ξ
∗
θ,θ)M `−1

LS (ξ∗θ,θ)D0(ξ
∗
θ,θ)D−11 (ξ∗θ,θ)D1(ξ,θ)}]

=
1

tr{M `
LS(ξ∗θ,θ)}

[2tr{D−10 (ξ∗θ,θ)M `
LS(ξ∗θ,θ)D0(ξ,θ)} − tr{M `

LS(ξ∗θ,θ)}

− tr{D−10 (ξ∗θ,θ)M `+1
LS (ξ∗θ,θ)D−10 (ξ∗θ,θ)D1(ξ,θ)}].

Now using Dirac measures δx with weight 1 at the support points x ∈ X of the design ξ

we have that

tr{D−10 (ξ∗θ,θ)M `
LS(ξ∗θ,θ)D0(δx,θ)} = tr

{
D−10 (ξ∗θ,θ)M `

LS(ξ∗θ,θ)

(∂m(x,θ)
∂θ

)T (∂m(x,θ)
∂θ

)
σ0(x,θ)

}
=
(∂m(x,θ)

∂θ

)TD−10 (ξ∗θ,θ)M `
LS(ξ∗θ,θ)

σ0(x,θ)

(∂m(x,θ)

∂θ

)
= d0(x, ξ

∗
θ,θ),

and similarly

tr{D−10 (ξ∗θ,θ)M `+1
LS (ξ∗θ,θ)D−10 (ξ∗θ,θ)D1(ξ,θ)} = σ1(x,θ)d1(x, ξ

∗
θ,θ).

Since ξ∗θ is D-optimal d
da
π(ξa)

∣∣
a=0

is non-positive for all designs ξ, the inequality

dLS(x, ξ∗θ,θ) ≤ tr{M `
LS(ξ∗θ,θ)},

for all x ∈ X follows.

For the proof of the equality part of Theorem 2 let us assume that

max
x∈X

dLS(x, ξ∗θ,θ) < tr{M `
LS(ξ∗θ,θ)}.

Then ∫
X
dLS(x, ξ∗θ,θ)dξ∗θ(x) <

∫
X
tr{M `

LS(ξ∗θ,θ)}dξ∗θ(x) = tr{M `
LS(ξ∗θ,θ)}.
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Now for any design ξ

∫
X
dLS(x, ξ,θ)dξ(x) = 2tr

{
D−10 (ξ,θ)M `

LS(ξ,θ)

∫
X

(∂m(x,θ)
∂θ

)T (∂m(x,θ)
∂θ

)
σ0(x,θ)

dξ(x)
}

− tr
{
D−10 (ξ,θ)M `+1

LS (ξ,θ)D−10 (ξ,θ)

∫
X
σ1(x,θ)

(
∂m(x,θ)
∂θ

)T (∂m(x,θ)
∂θ

)
σ0(x,θ)

dξ(x)
}

= 2tr
{
D−10 (ξ,θ)M `

LS(ξ,θ)D0(ξ,θ)
}

− tr
{
D−10 (ξ,θ)M `+1

LS (ξ,θ)D−10 (ξ,θ)D1(ξ,θ)
}

= tr{M `
LS(ξ∗θ,θ)},

which contradicts our initial assumption. Hence maxx∈X dLS(x, ξ∗θ,θ) = tr{M `
LS(ξ∗θ,θ)}

and this is attained at each support point x∗i of the locally D-optimal design ξ∗θ.

Proof of the results in Section 4

Proof of Lemma 2: Let

ξ =

{
x0 . . . xp

ω0 . . . ωp

}
,

be any saturated design. Also let X be the (p+ 1)× (p+ 1) matrix with ith row given by(
∂m(xi,θ)

∂θ

)T
, i = 0, . . . , p, W = diag(ω0, . . . , ωp) and Lk = diag(σk(x0,θ), . . . , σk(x0,θ))

for k = 0, 1. Under this notation the determinant of the information matrix MLS(ξ,θ)

given in (7) becomes

det {MLS(ξ,θ)} = det
{
D0(ξ,θ)D−11 (ξ,θ)D0(ξ,θ)

}
= [det {D0(ξ,θ)}]2 [det {D1(ξ,θ)}]−1

=
[
{detX}2 {detW} {detL0}−1

]2 [{detX}2 {detL1} {detW} {detL0}−1
]−1

= {detX}2 {detL0}−1 {detL1}−1 {detW} .

Maximising the above expression with respect to the weights gives ωi = 1/(p+ 1), for all

i = 0, . . . , p since detW = ω0 ω1 . . . ωp, which proves the assertion.

Proof of the results in Section 4.1

Here we only present the proof of Theorem 3. Similar arguments are used for the proofs

of Theorems 4 and 5 which can be found in the online appendix.

Proof of Theorem 3: Let ξ∗θ be a locally D-optimal design for maximum likelihood
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estimation in the Michaelis-Menten model given in (16) subject to measurement errors as

in (1) and (2). Also let

M−1
ML(ξ∗θ,θ) =

(
m1 m2

m2 m3

)
,

where m1,m2,m3 ∈ R. From Theorem 1 for ` = 0, we obtain that a locally D-optimal

design must satisfy the inequality

P1(x) := m1x
2(θ2 + x)2 − 2m2θ1x

2(θ2 + x) +m3θ
2
1x

2 − 2
[
σ2
η(θ2 + x)4 + (θ1θ2)

2σ2
ε

]
≤ 0,

for all x ∈ X = [0, xu] with equality at the support points of ξ∗θ. Here P1(x) is a polynomial

of degree 4 and therefore, it can have at most 4 roots and at most 3 turning points.

Assuming that P1(x) has exactly 4 roots, that is, the locally D-optimal design has

exactly 4 support points, we have that at least the two middle roots must be turning

points since P1(x) ≤ 0, ∀x ∈ X . Hence P1(x) has a total of at least 5 turning points

which contradicts the fact that the degree of P1(x) is 4. Now let P1(x) have 3 roots. Since

P1(x) ≤ 0, ∀x ∈ X , the middle root must be a turning point and the end-points 0 and xu

of the design space X are also roots. However, P1(0) = −2 < 0 and thus x = 0 cannot be

a support point which contradicts the assumption of a three-point design. We therefore

conclude that the locally D-optimal design for the Michaelis-Menten model is supported

at exactly two-points but no observations can be taken at point x = 0.

From Lemma 1 it follows that a locally D-optimal design for the Michaelis-Menten

model is equally supported at its two support points. It therefore remains to evaluate

these points by maximising the determinant of the information matrix with respect to all

designs with two support points and equal weights. Let

ξθ =

{
x1 x2

0.5 0.5

}
,

be an equally weighted two-point design. Using (5), the determinant of the information

matrix of the design ξθ is given by

det {MML(ξθ,θ)} =
θ21x

2
1x

2
2(x2 − x1)2

4
[
σ2
η(θ2 + x1)4 + θ21θ

2
2σ

2
ε

] [
σ2
η(θ2 + x2)4 + θ21θ

2
2σ

2
ε

] .
For fixed x1, maximising det {MML(ξθ,θ)} is equivalent to maximising

2 log x2 + 2 log(x2 − x1)− log
(
σ2
η(θ2 + x2)

4 + θ21θ
2
2σ

2
ε

)
.
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Taking the derivative of the above expression with respect to x2 we have that for all

x2 ∈ (xl, xu]

2

x2
+

2

x2 − x1
−

4σ2
η(θ2 + x2)

3

σ2
η(θ2 + x2)4 + θ21θ

2
2σ

2
ε

= 2
(2x2 − x1)θ21θ22σ2

ε + σ2
η(θ2 + x2)

3 [(2x2 − x1)θ2 + x1x2]

x2(x2 − x1)
[
σ2
η(θ2 + x2)4 + θ21θ

2
2σ

2
ε

] > 0.

Hence, regardless of the value of x1, the determinant is increasing with x2 and therefore

maximised for x∗2 = xu. It remains to determine the smaller support point x∗1 of the locally

D-optimal design. This is found by solving

∂ log det {MML(ξθ,θ)}
∂x1

∣∣∣
x2=xu

= 0 ⇐⇒ 1

x1
− 1

xu − x1
−

2σ2
η(θ2 + x1)

3

σ2
η(θ2 + x1)4 + θ21θ

2
2σ

2
ε

= 0,

for x1 ∈ (0, xu). Solving the above equation is equivalent to solving

f(x1) := (xu − 2x1)
[
σ2
η(θ2 + x1)

4 + θ21θ
2
2σ

2
ε

]
− 2σ2

η(θ2 + x1)
3x1(xu − x1) = 0,

for x1 ∈ (0, xu). Now f(0) > 0, f(xu) < 0 and it is easy to check that the function f has

exactly one turning point in (0, xu) which is a minimum. Hence f(x1) = 0 has a unique

solution in the interval x1 ∈ (0, xu), which completes the proof.

Proof of the results in Section 4.2

As in the previous section, for the sake of brevity only Lemma 3 and Theorem 6 are

proven here since the proofs of the remaining results of Section 4.2 use similar arguments.

These can be found in the online appendix.

Proof of Lemma 3: Let ξ∗θ be a locally D-optimal design for least squares estimation

in the Michaelis-Menten model given in (16) subject to measurement errors as in (1) and

(2). Also let

D−10 (ξ∗θ,θ) =

(
d1 d2

d2 d3

)
and D−11 (ξ∗θ,θ) =

(
d4 d5

d6 d6

)
,

where d1, . . . , d6 ∈ R. For the Michaelis-Menten model, the necessary condition for D-
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optimality given in Theorem 2 for ` = 0 becomes(
x

(θ2 + x)
,
−θ1x

(θ2 + x)2

){
2D−10 (ξ∗θ,θ)−

[
σ2
η +

θ21θ
2
2

(θ2 + x)4σ2
ε

]
D−11 (ξ∗θ,θ)

}(
x

(θ2 + x)
,
−θ1x

(θ2 + x)2

)T
≤ 2

[
1 +

θ21θ
2
2

(θ2 + x)4

]
, ∀x ∈ X = [0, xu],

with equality at the support points of ξ∗θ. Multiplying through the above expression with

(θ2 + x)8 we get P4(x) ≤ 0 where P4(x) is a polynomial of degree 8. Therefore, P4(x) has

at most 8 roots and at most 7 turning points.

Assuming that P4(x) has 8,7, or 6 roots leads to a contradiction as these correspond

to a total number of at least 13,11 and 9 turning points respectively. Furthermore, if

P4(x) = 0 at exactly 5 points, then the 3 middle roots must be turning points and also

the end-points of the design space are roots of the polynomial. However, x = 0 cannot

be a root (P4(0) < 0) and therefore the assumption of 5 roots is also rejected. Hence the

locally D-optimal design for the Michaelis-Menten model has at most 4 support points

but no observations can be taken at point x = 0.

Proof of Theorem 6: From Lemma 2 we know that a locally D-optimal saturated

design for the Michaelis-Menten model puts equal weights at its support points. Let

ξθ =

{
x1 x2

0.5 0.5

}
,

be a two-point equally weighted design. The determinant of the information matrix

MLS(ξθ,θ) given in (7) becomes

det {MLS(ξθ,θ)} =
θ21x

2
1x

2
2(x2 − x1)2

4
[
σ2
η(θ2 + x1)4 + θ21θ

2
2σ

2
ε

] [
σ2
η(θ2 + x2)4 + θ21θ

2
2σ

2
ε

]
(θ2 + x1)

4(θ2 + x2)
4

[(θ2 + x1)4 + θ21θ
2
2] [(θ2 + x2)4 + θ21θ

2
2]
.

For fixed x1, maximising the above expression is equivalent to maximising

2 log x2+2 log(x2−x1)−log
(
σ2
η(θ2 + x2)

4 + θ21θ
2
2σ

2
ε

)
+4 log(θ2+x2)−log

(
(θ2 + x2)

4 + θ21θ
2
2

)
.

Differentiating this with respect to x2 gives

2

x2
+

2

x2 − x1
−

4σ2
η(θ2 + x2)

3

σ2
η(θ2 + x2)4 + θ21θ

2
2σ

2
ε

+
4θ21θ

2
2

(θ2 + x2) [(θ2 + x2)4 + θ21θ
2
2]
,
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which is positive for all x2 ∈ (0, xu] following the proof of Theorem 3. Hence for fixed x1,

the determinant of the information matrix is increasing with x2 and therefore maximised

for x∗2 = xu. The smaller support point x∗1 is found by solving

∂ log det {MLS(ξθ,θ)}
∂x1

∣∣∣∣
x2=xu

= 0, x1 ∈ (0, xu),

which is equivalent to solving

1

x1
− 1

xu − x1
−

2σ2
η(θ2 + x1)

3

σ2
η(θ2 + x1)4 + θ21θ

2
2σ

2
ε

+
2θ21θ

2
2

(θ2 + x1) [(θ2 + x1)4 + θ21θ
2
2]

= 0,

for x1 ∈ (0, xu).
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Online Appendix: further technical details:

Proof of Theorem 4: Let ξ∗θ be a locally D-optimal design for maximum likelihood

estimation in the EMAX model given in (17) subject to measurement errors as in (1) and

(2). Also let

M−1
ML(ξ∗θ,θ) =

m1 m2 m3

m2 m4 m5

m3 m5 m6

 ,

where m1, . . . ,m6 ∈ R. Using Theorem 1 in Section 3 for ` = 0, a locally D-optimal

design must satisfy the inequality

P2(x) :=m1(θ2 + x)4 + 2m2x(θ2 + x)3 − 2m3θ1x(θ2 + x)2 +m4x
2(θ2 + x)2 − 2m5θ1x

2(θ2 + x)

+m6θ
2
1x

2 − 3
[
σ2
η(θ2 + x)4 − 3θ21θ

2
2σ

2
ε

]
≤ 0,

for all x ∈ X = [0, xu] with equality at the support points of ξ∗θ. Similar arguments as

given in the proof of Theorem 3 show that the locally D-optimal design must be supported

at exactly three points including the boundary points 0 and xu of the design space. Using

Lemma 1 the locally D-optimal design for the EMAX model is found by maximising the

determinant of the information matrix with respect to all three-point designs of the form

ξθ =

{
0 x1 xu

1/3 1/3 1/3

}
.

Using (5), the determinant of the information matrix of any design ξθ is given by

det {MML(ξθ,θ)} =
θ21θ

4
2x

2
1x

2
u(x1 − xu)2

27
[
σ2
ηθ

4
2 + θ21θ

2
2σ

2
ε

] [
σ2
η(θ2 + x1)4 + θ21θ

2
2σ

2
ε

] [
σ2
η(θ2 + xu)4 + θ21θ

2
2σ

2
ε

] .
Taking the derivative of the logarithm of the above expression with respect to x1 and

equating it to zero we get

1

x1
− 1

xu − x1
−

2σ2
η(θ2 + x1)

3

σ2
η(θ2 + x1)4 + θ21θ

2
2σ

2
ε

= 0,

for x1 ∈ (0, xu) which has a unique solution (see proof of Theorem 3).

Proof of Theorem 5: Here we only present the proof of part (a). Part (b) can

be proven following along the same lines using symmetry arguments and is therefore

omitted. Let ξ∗θ be a locally D-optimal design for maximum likelihood estimation in the

27



exponential regression model given in (18) subject to measurement errors as in (1) and

(2). Also denote by

M−1
ML(ξ∗θ,θ) =

(
m1 m2

m2 m3

)
,

its corresponding information matrix, where m1,m2,m3 ∈ R. It follows from the general

equivalence theorem given in Theorem 1 that a locally D-optimal design must satisfy the

inequality

P3(x) := m1 − 2m2θ0x+m3θ
2
0x

2 ≤ 2
(
σ2
ηe

2θ1x + θ20θ
2
1σ

2
ε

)
:= g1(x),

for all x ∈ X = [xl, xu] with equality at its support points.

Equation P3(x) = g1(x) has at most three solutions as these are the intersection points

of an increasing function (g1(x)) and a polynomial of degree 2 (P3(x)). Suppose that this

equation has exactly 3 solutions, that is, the locally D-optimal design has three support

points xl ≤ x1 < x2 < x3 ≤ xu. Then P3(xk) = g1(xk), k = 1, 2, 3. By Cauchy’s mean

value theorem there exist points x̃k, k = 1, 2 such that

x1 < x̃1 < x2 < x̃2 < x3 and P ′3(x̃k) = g′1(x̃k), k = 1, 2.

Since P3(x) ≤ g1(x) on X we also have that P ′3(x2) = g′1(x2). By applying the mean value

theorem again, there exist x̂k, k = 1, 2 such that

x̃1 < x̂1 < x2 < x̂1 < x̃2 and P ′′3 (x̂k) = g′′1(x̂k), k = 1, 2.

Now P ′′3 (x) is a constant and g′′1(x) = 8σ2
ηθ

2
1e

2θ1x is an injective function. Therefore,

P ′′3 (x) = g′′1(x) has at most one solution on X which contradicts the assumption of three

support points. Hence a locally D-optimal design for the exponential regression model

has exactly two support points and following Lemma 1, these must be equally weighted.

For the exponential regression model with measurement error, the determinant of the

information matrix of a design ξθ equally supported at points x0 and x1 becomes

det {MML(ξθ,θ)} =
θ20(x1 − x0)2

4
[
σ2
ηe

2θ1x0 + θ20θ
2
1σ

2
ε

] [
σ2
ηe

2θ1x1 + θ20θ
2
1σ

2
ε

] .
By assumption θ1 > 0, it is easy to see that for fixed x1, det {MML(ξθ,θ)} is decreasing

with x0 and therefore, it is maximised at x∗0 = xl. The larger support point x∗1 of the
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locally D-optimal design is then found by solving the equation

∂ det {MML(ξθ,θ)}
∂x1

∣∣∣∣
x0=xl

= 0,

for x1 ∈ (xl, xu]. The equation above can be rewritten as

σ2
η + θ20θ

2
1σ

2
ε e
−2θ1x1 = θ1σ

2
η(x1 − xl),

and it has a unique solution in (xl,∞) since θ1σ
2
η(x1 − xl) is strictly increasing for x1 ∈

(xl,∞), whereas the L.H.S. function is strictly decreasing with x1. If the solution is

attained outside the design space we then take x∗1 = xu.

Proof of Lemma 4: Let ξ∗θ be a locally D-optimal design for least squares estimation

in the EMAX model given in (17) subject to measurement errors as in (1) and (2). Under

this model, the necessary condition for D-optimality given in Theorem 2 (` = 0) becomes(
1,

x

(θ2 + x)
,
−θ1x

(θ2 + x)2

){
2D−10 (ξ∗θ,θ)−

[
σ2
η +

θ21θ
2
2

(θ2 + x)4σ2
ε

]
D−11 (ξ∗θ,θ)

}(
x

(θ2 + x)
,

1,−θ1x
(θ2 + x)2

)T
≤ 3

[
1 +

θ21θ
2
2

(θ2 + x)4

]
, ∀x ∈ X = [0, xu],

with equality at the support points of ξ∗θ. Since both D−10 (ξ∗θ,θ) and D−11 (ξ∗θ,θ) are real-

valued 3 × 3 matrices, multiplying through the above expression with (θ2 + x)8 gives

P5(x) ≤ 0, where P5(x) is a polynomial of degree 8.

Using the same arguments as in the proof of Lemma 3, the assumptions of 8,7 and 6

roots are rejected. Moreover, P5(0) < 0 and so the 5-roots assumption is valid. Therefore,

the locally D-optimal design for the EMAX model has at most 5 support points.

Proof of Theorem 7: Let

ξθ =

{
x0 x1 x2

1/3 1/3 1/3

}
,

be a three-point equally weighted design. Using (7), the determinant of the information
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matrix of this design is

det {MLS(ξθ,θ)} =
θ21θ

4
2(x2 − x1)2(x2 − x0)2(x1 − x0)2

27
[
σ2
η(θ2 + x0)4 + θ21θ

2
2σ

2
ε

] [
σ2
η(θ2 + x1)4 + θ21θ

2
2σ

2
ε

] [
σ2
η(θ2 + x2)4 + θ21θ

2
2σ

2
ε

]
(θ2 + x0)

4(θ2 + x1)
4(θ2 + x2)

4

[(θ2 + x0)4 + θ21θ
2
2] [(θ2 + x1)4 + θ21θ

2
2] [(θ2 + x2)4 + θ21θ

2
2]
.

For fixed x0 and x1, maximising the above expression is equivalent to maximising

2 log(x2−x1)+2 log(x2−x0)−log
(
σ2
η(θ2 + x2)

4 + θ21θ
2
2σ

2
ε

)
+4 log(θ2+x2)−log

(
(θ2 + x2)

4 + θ21θ
2
2

)
,

for x2 ∈ (x1, xu]. Differentiating this with respect to x2 gives

2

x2 − x1
+

2

x2 − x0
−

4σ2
η(θ2 + x2)

3

σ2
η(θ2 + x2)4 + θ21θ

2
2σ

2
ε

+
4θ21θ

2
2

(θ2 + x2) [(θ2 + x2)4 + θ21θ
2
2]
.

It is easy to show that the expression above is positive for all 0 ≤ x0 < x1 < x2 ≤ xl and

therefore increasing with x2. Hence det {MLS(ξθ,θ)} is maximised at x∗2 = xu.

Similarly for fixed x1 and x2, the smaller support point of the locally D-optimal

saturated design is found by maximising

2 log(x2−x0)+2 log(x1−x0)−log
(
σ2
η(θ2 + x0)

4 + θ21θ
2
2σ

2
ε

)
+4 log(θ2+x0)−log

(
(θ2 + x0)

4 + θ21θ
2
2

)
,

for x0 ∈ [0, x1). It can be easily shown that the derivative of the above expression given

by

− 2

x2 − x0
− 2

x1 − x0
+

4

θ2 + x0
−

4σ2
η(θ2 + x0)

3

σ2
η(θ2 + x0)4 + θ21θ

2
2σ

2
ε

− 4(θ2 + x0)
3

(θ2 + x0)4 + θ21θ
2
2

,

is negative for all 0 ≤ x0 < x1 < x2 ≤ xl and as before we conclude that x∗0 = 0.

The interior point x∗1 of the saturated locally D-optimal design can be found by dif-

ferentiating the logarithm of det {MLS(ξθ,θ)} for x0 = 0 and x2 = xu with respect to x1

and equating the resulting expression to zero. This gives x∗1 as a solution of the equation

1

x1
− 1

xu − x1
− 2(θ2 + x1)

3

(θ2 + x1)4 + θ21θ
2
2%

2
εη

+
2θ21θ

2
2

(θ2 + x1) [(θ2 + x1)4 + θ21θ
2
2]

= 0,

in the interval (0, xu), where %2εη = σ2
ε/σ

2
η.

Proof of Lemma 5: Let ξ∗θ be a locally D-optimal design for least squares estimation

in the exponential regression model given in (18) subject to measurement errors as in (1)
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and (2). The necessary condition for D-optimality presented in Theorem 2 is given by

P6(x) := e−2θ1x (1,−θ0x)
{

2D−10 (ξ∗θ,θ)−
[
σ2
η + θ20θ

2
1e
−2θ1xσ2

ε

]
D−11 (ξ∗θ,θ)

}
(1,−θ0x)T

− 2
[
1 + θ20θ

2
1e
−2θ1x

]
≤ 0, ∀x ∈ X = [xl, xu],

for the exponential regression model with equality at the support points of ξ∗θ.

The function P6(x) is a linear combination of the functions 1, e−2θ1x, e−4θ1x, xe−2θ1x, xe−4θ1x,

x2e−2θ1x, x2e−4θ1x which have Wronskian derivative equal to

W (1, e−2θ1x, . . . , x2e−4θ1x) = 1048576θ151 e
−18θ1x > 0, ∀x ∈ X ⊂ R.

Therefore, these functions form an extended Chebyshev system and so P6(x) has at most

6 distinct zeros.

Taking the derivative of P6(x) with respect to x we get a linear combination of the

functions e−2θ1x, e−4θ1x, xe−2θ1x, xe−4θ1x, x2e−2θ1x, x2e−4θ1x which again have

W (e−2θ1x, . . . , x2e−4θ1x) = 2048θ91e
−18θ1x > 0, ∀x ∈ X ⊂ R,

and thus form an extended Chebyshev system. Hence P6(x) has at most 5 turning points.

The assumptions of 6 and 5 roots can be immediately rejected as these correspond

to a total number of at least 9 and 7 turning points respectively. Therefore, the locally

D-optimal design for the exponential regression model has at most 4 support points.
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