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ABSTRACT 

Introduction 

The volume of literature pertinent to healthcare is growing at an increasing rate with 

nearly one million articles on research involving human subjects are published each 

year. With the ever-increasing of published studies, scientists turn into systematic 

reviews and meta-analyses to summarize the evidence, using multiple related studies 

for a single research question. There are tens of thousands of systematic reviews 

already published, but their production is still increasing at a phenomenal rate. Even 

though systematic reviews have become a very popular type of research study that 

increased the scientific knowledge and inform clinical and policy decision making, 

their credibility is under threat as most appear to be either not useful or of uncertain 

utility. The problem is that the majority are unnecessary, inaccurate or misleading due 

to biases in the methodology and selective reporting of results, or they address 

questions that have no clinical value. The increase in the number of systematic 

reviews, along with escalating demand from policy makers for rapid reviews of 

research, has emerged an evolving scientific discipline, and a newer form of synthesis, 

umbrella reviews. An umbrella review is a new method that provide a comprehensive 

assessment of the body of information that is available on a given topic using the 

evidence from multiple systematic reviews and meta-analyses. This assessment is 

fundamental not only for understanding the reliability of an evidence-base but also 

serves as the foundation for clinical and public health recommendations. 

Aims 

Towards further expand the mapping and the critical evaluation of research evidence 

across published literature of clinical identities with a large impact on the perinatal 
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epidemiology field, we aimed first to systematically appraise the evidence across 

published systematic reviews and meta-analyses on the risk factors and/or 

interventions for preeclampsia and gestational diabetes, and second identify whether 

any interventions or fields of risk factors include epidemiological credible evidence.  

Methods 

In three separate umbrella reviews, all major electronic databases were searched using 

appropriate terms towards identifying eligible systematic reviews and meta-analyses 

examining associations between risk or protective factors for preeclampsia and 

gestational diabetes, respectively, and pharmacologic and non-pharmacologic 

interventions for preeclampsia prevention. For each meta-analysis we estimated the 

summary effect size by random-effects and fixed-effects models, the 95% confidence 

interval and the 95% prediction interval. We also assessed the between-study 

heterogeneity expressed by I2, evidence of small-study effects (large studies had 

significantly more conservative results than smaller studies) and evidence of excess 

significance bias (too many studies with statistically significant results). We further 

applied standardized methodological criteria to evaluate the epidemiological 

credibility of the statistically significant associations.  

Results 

Fifty-eight eligible meta-analyses of observational studies were identified providing 

data on 130 putative risk factors associated with preeclampsia. Sixty-five (50%) 

associations had nominally statistically significant findings at P<0.05, while sixteen 

(12%) were significant at P<10-6. Sixty-five (50%) associations had large or very large 

heterogeneity. Evidence for small-study effects and excess significance bias was found 

in ten (8%) and twenty-six (20%) associations, respectively. Oocyte donation vs 



viii 

 

spontaneous conception was the only non-genetic risk factor that presented convincing 

evidence for an association with preeclampsia. Across the statistically significant 

genetic risk factors (P<0.05), only PAI-1 4G/5G polymorphism was supported with 

strong evidence for a contribution to the pathogenesis of preeclampsia.  

Twenty-nine eligible meta-analyses of randomized controlled trials were identified, 

providing data on 57 pharmacologic and non-pharmacologic interventions for 

preeclampsia prevention. Twenty-four (42%) associations had nominally statistically 

significant findings at P<0.05, while only 10 (18%) were significant at P<10-3 under 

the random-effects model. Sixteen (28%) associations had large or very large 

heterogeneity. Evidence of excess significance bias was found in 15 (26%) 

associations. After applying our classification criteria, the following three 

interventions were classified as Class I level of evidence including low dose aspirin 

≤16 weeks of gestation for preterm preeclampsia, diet and nutrition counselling and 

dietary interventions. 

Twenty-one eligible meta-analyses of observational studies were identified, providing 

data on 43 putative risk factors associated with gestational diabetes mellitus (GDM). 

Thirty-eight (88%) associations had nominally statistically significant findings at 

P<0.05, while only 14 (32%) were significant at P<10-6 under the random-effects 

model. Eighteen (42%) associations had large or very large heterogeneity. Evidence 

for small-study effects and excess significance bias was found in three (7%) and four 

(9%) associations, respectively. Only five risk factors presented convincing evidence 

for an association with GDM: vitamin D deficiency, low vs. normal BMI (cohort 

studies), BMI ~30-35 kg/m2 vs. normal BMI, BMI >35 kg/m2 vs. normal BMI, and 

hypothyroidism.  
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Conclusions 

The results from this PhD thesis suggest that the evidence in the field of risk factors or 

interventions for preeclampsia and GDM, suffers from the presence of large between-

study heterogeneity and statistical biases, that threat their validity and hind the 

identification of robust risk factors or interventions. Although a large proportion of 

meta-analyses reported nominally statistically significant associations, only a minority 

of these associations provided convincing evidence without indications of bias. Oocyte 

donation vs spontaneous conception and PAI-1 4G/5G polymorphism (recessive 

model) show the strongest consistent evidence for a contribution to the pathogenesis 

of preeclampsia. Vitamin D deficiency, low vs. normal BMI, moderately and severely 

obese vs. normal weight, and hypothyroidism show the strongest consistent evidence 

for GDM development. These risk factors represent a starting point for further 

etiopathological research, improvement of the prediction of preeclampsia and GDM, 

and identification of the women at high risk. From the available interventions for 

preeclampsia prevention, early administration of low dose aspirin in women with 

preterm preeclampsia, diet and nutrition counselling and dietary interventions had the 

strongest epidemiologic evidence suggesting their effectiveness. We believe this 

evaluation of research evidence that includes a robust hierarchical classification of the 

published evidence and its interpretation can be used to inform decision-making to 

support clinicians, public health professionals, regulatory officials, and policymakers. 
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ΠΕΡΙΛΗΨΗ 

Εισαγωγή 

Ο όγκος της βιβλιογραφίας που σχετίζεται με την υγεία αυξάνεται με εκπληκτικό 

ρυθμό, με περίπου ένα εκατομμύριο επιδημιολογικά άρθρα για τον άνθρωπο να 

δημοσιεύονται κάθε χρόνο. Λόγω των αυξανόμενων δημοσιευμένων μελετών, οι 

επιστήμονες στέφονται στις συστηματικές ανασκοπήσεις και μετα-αναλύσεις για να 

συνοψίσουν τα δεδομένα, χρησιμοποιώντας πολλαπλές σχετικές μελέτες για μια 

συγκεκριμένη ερευνητική ερώτηση. Μέχρι σήμερα υπάρχουν δεκάδες χιλιάδες 

συστηματικές ανασκοπήσεις. Παρ' όλα αυτά η παραγωγή τους εξακολουθεί να 

αυξάνεται με εκπληκτικό ρυθμό. Αν και θεωρούνται ένα πολύ δημοφιλές είδος 

ερευνητικής μελέτης που αύξησε την επιστημονική γνώση και συνέβαλε στη λήψη 

κλινικών και πολιτικών αποφάσεων, η αξιοπιστία τους διακυβεύεται καθώς η 

πλειονότητα αυτών εμφανίζεται να είναι είτε μη χρήσιμη, είτε ασαφής. Το πρόβλημα 

είναι ότι η πλειοψηφία των συστηματικών ανασκοπήσεων είναι πλεονάζουσα, 

ανακριβής ή παραπλανητική εξαιτίας των μεροληψιών στη μεθοδολογία και της 

επιλεκτικής αναφοράς των αποτελεσμάτων ή επειδή εξετάζουν πεδία που δεν έχουν 

κλινική σημασία. Η αύξηση του αριθμού των συστηματικών ανασκοπήσεων, καθώς 

και η μεγάλη ζήτηση ερευνητικών ανασκοπήσεων από τους υπεύθυνους χάραξης 

πολιτικής, έχουν αναδείξει ένα εξελισσόμενο επιστημονικό κλάδο, και μια νεότερη 

μορφή σύνθεσης της βιβλιογραφίας, «umbrella reviews». Αυτή η νέα μέθοδος παρέχει 

μια ολοκληρωμένη αξιολόγηση του συνόλου των πληροφοριών που είναι διαθέσιμα 

για ένα συγκεκριμένο θέμα, χρησιμοποιώντας δεδομένα από πολλαπλές συστηματικές 

ανασκοπήσεις και μετα-αναλύσεις. Η αξιολόγηση αυτή είναι θεμελιώδους σημασίας 
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όχι μόνο για την κατανόηση της αξιοπιστίας μιας βάσης δεδομένων, αλλά και ως βάση 

για συστάσεις που αφορούν τη δημόσια υγεία. 

Στόχοι 

Προκειμένου να διευρυνθεί περαιτέρω η χαρτογράφηση και η κριτική αξιολόγηση 

δημοσιευμένων ερευνητικών στοιχείων σε κλινικά πεδία με μεγάλη επίδραση στην 

περιγεννητική επιδημιολογία, η παρούσα εργασία στοχεύει, πρώτον στη συστηματική 

αξιολόγηση των στοιχείων από συστηματικές ανασκοπήσεις και μετα-αναλύσεις που 

εξετάζουν συσχετίσεις μεταξύ παραγόντων κινδύνου και παρεμβάσεων για την 

προεκλαμψία και τον διαβήτη κύησης, και δεύτερον, να προσδιορίσει την 

επιδημιολογική εγκυρότητα των προτεινόμενων παρεμβάσεων ή των πεδίων 

παραγόντων κινδύνου. 

Μέθοδοι 

Σε τρεις ξεχωριστές ανασκοπήσεις (umbrella reviews), όλες οι σημαντικές 

ηλεκτρονικές βάσεις δεδομένων έχουν ερευνηθεί με τη χρήση κατάλληλων όρων έτσι 

ώστε να εντοπιστούν οι συστηματικές ανασκοπήσεις και μετα-αναλύσεις που 

αναφέρουν συσχετίσεις μεταξύ παραγόντων κινδύνου για την προεκλαμψία και τον 

διαβήτη κύησης, και φαρμακολογικών και μη φαρμακολογικών παρεμβάσεων για την 

πρόληψη της προεκλαμψίας, αντίστοιχα. Για κάθε μετα-ανάλυση εκτιμήσαμε το 

μέγεθος της επίδρασης της περίληψης του αποτελέσματος, τα 95% διαστήματα 

εμπιστοσύνης και τα 95%. διάστημα πρόβλεψης. Εκτιμήσαμε επίσης την ετερογένεια 

μεταξύ των μελετών που εκφράζεται από το I2, ενδείξεις επιδράσεων λόγω μικρής 

μελέτης (μεγάλες μελέτες είχαν στατιστικά σημαντικά πιο συντηρητικά αποτελέσματα 

σε σχέση με μικρότερες μελέτες) και υπέρμετρης μεροληψίας (συστηματικά 
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σφάλματα). Τυποποιημένα μεθοδολογικά κριτήρια εφαρμόστηκαν έτσι ώστε να 

αξιολογηθεί η επιδημιολογική εγκυρότητα των στατιστικά σημαντικών στοιχείων. 

Αποτελέσματα 

Πενήντα οκτώ μετα-αναλύσεις μελετών παρατήρησης εντοπίστηκαν, παρέχοντας 

δεδομένα για 130 υποτιθέμενους παράγοντες κινδύνου σε σχέση με την προεκλαμψία. 

Εξήντα πέντε (50%) συσχετίσεις είχαν στατιστικά σημαντικά ευρήματα (Ρ<0.05), ενώ 

μόνο δεκαέξι (12%) ήταν στατιστικά σημαντικές σε επίπεδο σημαντικότητας Ρ<10-6. 

Εξήντα πέντε (50%) συσχετίσεις είχαν μεγάλη ή πολύ μεγάλη ετερογένεια. Ενδείξεις 

επιδράσεων λόγω μικρής μελέτης και υπέρμετρης μεροληψίας εντοπίστηκαν σε δέκα 

(8%) και είκοσι έξι (20%) συσχετίσεις, αντίστοιχα. Η δωρεά ωοκυττάρων έναντι της 

φυσιολογικής σύλληψης ήταν ο μόνος μη-γενετικός παράγοντας κινδύνου που 

παρουσίασε πειστικές αποδείξεις σε σχέση με την προεκλαμψία. Ανάμεσα στους 

στατιστικά σημαντικούς γενετικούς παράγοντες κινδύνου (P<0.05), μόνο ο 

πολυμορφισμός PAI-1 4G/5G (recessive model) παρουσίασε ισχυρές ενδείξεις για 

συμβολή στην παθογένεση της προεκλαμψίας. 

Είκοσι εννέα μετα-αναλύσεις τυχαιοποιημένων κλινικών δοκιμών εντοπίστηκαν, 

παρέχοντας δεδομένα για 57 φαρμακολογικές και μη φαρμακολογικές παρεμβάσεις 

για την πρόληψη της προεκλαμψίας. Είκοσι τέσσερις (42%) παρεμβάσεις είχαν 

στατιστικά σημαντικά ευρήματα (Ρ<0.05), ενώ μόνο 10 (18%) ήταν στατιστικά 

σημαντικά στο επίπεδο σημαντικότητας Ρ<10-3. Δεκαέξι (28%) συσχετίσεις είχαν 

μεγάλη ή πολύ μεγάλη ετερογένεια. Ενδείξεις υπέρμετρης μεροληψίας εντοπίστηκαν 

σε 15 (26%) παρεμβάσεις. Μετά την εφαρμογή των κριτηρίων ταξινόμησης, τρεις 

παρεμβάσεις ταξινομήθηκαν στην “Κατηγορία Ι” σύμφωνα με την επιδημιολογική 
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τους εγκυρότητα: χαμηλή δόση ασπιρίνης <16 εβδομάδες κύησης για πρόωρη 

προεκλαμψία, διαιτητική συμβουλευτική και διαιτητικές παρεμβάσεις. 

Είκοσι μία μετα-αναλύσεις μελετών παρατήρησης εντοπίστηκαν, παρέχοντας 

δεδομένα για 43 υποτιθέμενους παράγοντες κινδύνου που σχετίζονται με τον διαβήτη 

κύησης. Τριάντα οκτώ (88%) παράγοντες κινδύνου είχαν στατιστικά σημαντικά 

ευρήματα (Ρ<0.05), ενώ μόνο 14 (32%) ήταν στατιστικά σημαντικοί σε επίπεδο 

σημαντικότητας Ρ<10-6. Δεκαοκτώ (42%) παράγοντες κινδύνου είχαν μεγάλη ή πολύ 

μεγάλη ετερογένεια. Ενδείξεις επιδράσεων λόγω μικρής μελέτης και υπέρμετρης 

μεροληψίας εντοπίστηκαν σε τρείς (7%) και τέσσερις (9%) συσχετίσεις, αντίστοιχα. 

Μόνο πέντε παράγοντες κινδύνου παρουσίασαν πειστικές αποδείξεις για συσχέτιση 

με τον διαβήτη κύησης: ανεπάρκεια βιταμίνης D, χαμηλό σε σχέση με φυσιολογικό 

ΔΜΣ (μελέτες κοόρτης), ΔΜΣ ~ 30-35 kg/m2 έναντι κανονικού ΔΜΣ, ΔΜΣ > 35 

kg/m2 έναντι φυσιολογικού, και υποθυρεοειδισμός. 

Συμπεράσματα 

Τα αποτελέσματα αυτής της διδακτορική διατριβής υποδηλώνουν ότι τα ερευνητικά 

στοιχεία στον τομέα των παραγόντων κινδύνου ή παρεμβάσεων για την προεκλαμψία 

και τον διαβήτη κύησης πάσχουν από την ύπαρξη μεγάλης ετερογένειας μεταξύ των 

μελετών, όπως και στατιστικών σφαλμάτων που απειλούν την εγκυρότητά τους και 

εμποδίζουν τον εντοπισμό ισχυρών παραγόντων κινδύνου ή παρεμβάσεων. Αν και σε 

ένα μεγάλο ποσοστό των μετα-αναλύσεων εντοπίστηκαν στατιστικά σημαντικές 

συσχετίσεις, μόνο η μειοψηφία αυτών ήταν πειστικές χωρίς ενδείξεις προκατάληψης. 

Η δωρεά ωοκυττάρων έναντι της φυσιολογικής σύλληψης και ο πολυμορφισμός PAI-

1 4G/5G (recessive model) παρουσιάζουν τα ισχυρότερα πειστικά στοιχεία στην 

παθογένεση της προεκλαμψίας. Η ανεπάρκεια της βιταμίνης D, ο χαμηλός σε 
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σύγκριση με τον φυσιολογικό ΔΜΣ, μετρίως και σοβαρή παχυσαρκία έναντι του 

φυσιολογικού βάρους και ο υποθυρεοειδισμός παρουσιάζουν τα ισχυρότερα πειστικά 

στοιχεία για την ανάπτυξη του διαβήτη κύησης. Αυτοί οι παράγοντες κινδύνου 

αποτελούν ένα σημείο εκκίνησης για περαιτέρω αιτιοπαθολογική έρευνα, για τη 

βελτίωση της πρόβλεψης της προεκλαμψίας και του διαβήτη κύησης, καθώς και για 

την αναγνώριση των γυναικών που διατρέχουν υψηλό κίνδυνο. Από τις διαθέσιμες 

παρεμβάσεις για πρόληψη της προεκλαμψίας, η έγκαιρη χορήγηση χαμηλής δόσης 

ασπιρίνης σε γυναίκες με πρόωρη προεκλαμψία, η διαιτητική συμβουλευτική και 

διαιτητικές παρεμβάσεις είχαν τα ισχυρότερα επιδημιολογικά στοιχεία που 

υποδηλώνουν την αποτελεσματικότητά τους. Πιστεύουμε ότι αυτή η αξιολόγηση των 

ερευνητικών στοιχείων που περιλαμβάνει μια ισχυρή ιεραρχική ταξινόμηση των 

δημοσιευμένων τεκμηρίων και της ερμηνείας τους, μπορεί να συμβάλει στη λήψη 

αποφάσεων για την υποστήριξη των κλινικών ιατρών, των επαγγελματιών στη 

δημόσια υγεία, των ρυθμιστικών αρχών, και των υπευθύνων χάραξης πολιτικής. 
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Chapter 1 – Introduction 

1.1   Brief overview 

Several million new research papers are published annually, where from those over 

than 20,000 are controlled trials of healthcare interventions (1,2). With the ever-

increasing of published studies, scientists cannot be expected to examine in detail 

every single new paper relevant to their interests, where clinicians and patients who 

are making medical decisions need to know which treatment works best among all 

treatments for the condition of interest (3–5). Consequently, they increasingly turn to 

systematic reviews and meta-analyses, which are comprehensive synthesis tools that 

provide valid, cumulative evidence on relevant topics (4–6). Since their initial 

publication in 1979, meta-analyses and systematic reviews have become a very 

popular type of research study that increased the uptake and application of knowledge 

of clinical and policy decision-makers and ultimately informed policy for public health 

(7,8). Over the past several decades, the publication rate of systematic reviews and 

meta-analyses has rapidly accelerated, and their production is still increasing 

dramatically (9). In 2014, it was estimated that more than 8000 systematic reviews 

were indexed annually on MEDLINE, a threefold increase over the last decade (10).  

 

Although systematic reviews and meta-analyses are widely considered the highest 

level of evidence, most of them appear to be either not useful or of uncertain utility 

(9,11). The problem is that many meta-analyses are not novel as overlapping redundant 
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meta-analyses on the same topic are very common, whereas when these meta-analyses 

report discordant results and conclusions, this can cause confusion amongst readers 

and probably mislead clinicians and policymakers (12–14). Antidepressants offer a 

case study of the confusing effects of having redundant meta-analyses with different 

conclusions, as between 2007 and 2014, 185 meta-analyses of antidepressants for 

depression were published. These meta-analyses are often produced either by industry 

employees or by authors with industry ties and results are aligned with sponsor 

interests (9). China has rapidly become the most prolific producer of English-language, 

PubMed-indexed meta-analyses, with the most massive publication is on genetics. 

However, genetic association meta-analyses from China typically neglected genome-

wide data and combine fragmented information from mostly abandoned era of 

candidate genes studies, that almost all the times lead to misleading results (15,16). 

Furthermore, many contracting companies working on evidence synthesis, are 

currently contracted by pharmaceutical and medical device industries, to produce 

meta-analyses, many of which probably remain unpublished, creating a skewed picture 

of the evidence (9,17). Another underlying concern about the methodology and bias 

of systematic reviews is the quality of the published medical research on which they 

are based as there are concerns that most of current published research findings are 

false or grossly overestimated, either because of incorrect or inappropriate statistical 

analysis of results, or because they include different types of bias in favour of positive 

statistically significant results (18–20) Evidence from a meta-analysis is also highly 

depends on the overall methodological rigor that a systematic review or meta-analysis 

was conducted, which is a function of proper reporting and using accurate methods to 

limit bias and ensure the internal validity of the findings (10,21). Considering that 

many systematic reviews and meta-analyses have serious methodological flaws that 
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limit the validity of their findings, of the remaining, most have weak or insufficient 

evidence to inform decision making. Few systematic reviews and meta-analyses are 

both non-misleading and truly informative (9). 

 

While systematic reviews and meta-analyses are successful at summarizing the 

evidence on a particular research question using multiple related studies, a limitation 

is that often, a single meta-analysis can address one treatment comparison or one risk 

factor for a specific outcome, which may offer a limited view of the evidence (22). In 

addition, the evaluation of biases (e.g. publication bias, reporting bias, selection bias, 

etc.), in each single meta-analysis is difficult as the data are usually limited (23). To 

address these shortcomings, an evolving scientific discipline, meta-research, also 

known as “research on research”, has emerged (24). The key characteristic of meta-

research is the emphasis on the broader picture since its primary objective is to 

combine the evidence from multiple systematic reviews and meta-analyses on multiple 

topics and offer insights about how common and how consistent certain biases are 

across a large field or multiple fields (24). This type of research can be useful in 

providing an overview of evidence within a particular area, helps to recognize the 

relative merits of all available interventions, and consequently be more useful for 

health technology assessments, evidence-based guidelines and medical decision-

making (24). An umbrella review has been reported as one of the four types of “next-

generation” systematic reviews that may raise the bar and help shape a new generation 

of more reliable evidence synthesis (11). The principle reason for the conduct of an 

umbrella review is to provide an overall examination of the body of information that 

is available on a given topic using the evidence from multiple systematic reviews and 

meta-analyses that may be based on outcomes, risk factors or interventions (11,25).  
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1.2   Aims 

To further expand the mapping and the critical appraisal of research evidence across 

the published literature of clinical identities with a large impact on the perinatal 

epidemiology field, the umbrella review approach was used. The main aim of the thesis 

is to systematically overview, analyze and summarize evidence across the published 

literature on the perinatal epidemiology field, namely preeclampsia and gestational 

diabetes, and map whether any interventions or fields of risk factors include 

convincing evidence to support their results. This evaluation of the quality of research 

evidence and its translation will help to inform medical decision-making and policy-

makers. 

 

In summary, this PhD thesis focused on the application of umbrella review approach 

to: 

i. Systematically appraise the evidence on the risk or protective factors for 

preeclampsia and identified those that supported by high epidemiological credibility. 

ii. Systematically examine the evidence on the pharmacologic and non-pharmacologic 

interventions for preeclampsia prevention and identify those with robust evidence.  

iii. Systematically assess the evidence on the risk factors that have been associated 

with gestational diabetes and detect which factors present the most convincing 

epidemiological evidence. 

 

1.3   Thesis Overview 

Chapter 1 describes the motivation of this work and the main aims of this study.  

Chapter 2 provides an extensive literature review, which includes a discussion about 

the unnecessary, conflicted, and misleading systematic reviews and meta-analyses, the 
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publication and other reporting biases, the serious methodological flaws that many 

systematic reviews and meta-analyses have, and the current methodological challenges 

in perinatal epidemiology field.  

Chapter 3 presents meta-research methods, focusing on umbrella review methodology 

and its contribution to this research study. Basic concepts of key methodology 

principles used throughout this study such as assessment of summary effect and 

heterogeneity, evaluation of excess statistical significance, and assessment of 

epidemiologic credibility are also described.  

Chapter 4 presents the umbrella review of systematic reviews and meta-analyses of 

observational studies on genetic and non-genetic risk factors for preeclampsia. A more 

detailed description of the methodology used to summarize evidence from the 

literature on the protective or risk factors for preeclampsia, evaluation of the presence 

of statistical biases and identification of the associations with robust epidemiologic 

evidence is provided. The work presented in Chapter 4 has been published in 

Ultrasound in Obstetrics & Gynecology as a research manuscript titled “Genetic and 

non‐genetic risk factors for pre‐eclampsia: an umbrella review of systematic reviews 

and meta‐analyses of observational studies”.  

Chapter 5 presents the umbrella review of meta-analyses and systematic reviews of 

randomized trials of interventions for preventing preeclampsia. In view of the 

importance of guidelines for prevention, this study provides a comprehensive 

summary of the range of pharmacologic and non-pharmacologic interventions, present 

the magnitude, direction, significance of the reported associations, assess the potential 

biases, and identify those that present the most convincing epidemiological evidence. 

The work presented in Chapter 5 is under review for publication in Clinical 
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Epidemiology as a research manuscript titled “Randomized clinical trials for 

preventing preeclampsia: an umbrella review of the literature”. 

Chapter 6 presents the umbrella review of meta-analyses of observational studies on 

risk factors for gestational diabetes. In this study we applied the methodology of 

umbrella review, to summarize and evaluate the evidence from all the environmental 

protective or risk factors that have been associated with gestational diabetes, evaluate 

whether there are indications of biases in this literature and how these manifest and, 

finally, identify which of the previously reported associations are supported by 

convincing evidence. There work presented in Chapter 6 under review for publication 

in BJOG: An International Journal of Obstetrics & Gynaecology as a research 

manuscript titled “Risk factors for gestational diabetes: An umbrella review of meta-

analyses of observational studies”. Finally, Chapter 7 summarizes the conclusive 

points of this work, its major limitations and strengths, and discusses the implications 

for future research.  
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Chapter 2 – Literature review 

2.1   Increase in Published Systematic Reviews and Meta-analyses 

Currently, there are nearly approximately 17 million articles in PubMed tagged with 

‘human(s)’, with >700,000 articles identified as ‘clinical trials’, and >1,8 million as 

‘reviews’. Nearly one million articles on humans are added each year (26). With the 

ever-increasing number of publications, interest has risen in the development of 

several methods in order to inform users about the most current evidence that is 

available from scientific literature towards supporting decision making (27). The most 

well-known and more frequently used method to summarize available evidence for a 

particular topic is the performance of a systematic literature review. Unlike other type 

of reviews such as narrative reviews, a systematic review is expected to involve a more 

rigorous scientific process characterized by transparency and repeatability (28,29). By 

examining the accumulated body of evidence rather than the results of single studies, 

systematic reviews can provide more reliable results for a range of health care 

enquiries and can also identify gaps in knowledge and inform future research agendas 

(30,31). A systematic review uses a thorough search strategy and certain eligibility 

criteria to identify relevant studies that provide evidence to address a particular 

research question. The purpose of conducting a systematic review in such a stepwise, 

thorough fashion is to limit the introduction of bias—any process that systematically 

and non-randomly causes a deviation of results and inferences from the truth—thus 

making the conclusions of the review more reliable and accurate (32). These reviews, 
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in their ideal form, include an explicit description of how they were conducted and 

incorporate methods to minimise bias and maximise precision (33,34). Such methods 

include the detail description of the methodology (search strategy), a systematic search 

across several databases to identify studies using predefined eligibility criteria, an 

assessment of the validity of the findings, and the systematic synthesis and 

presentation of the characteristics and findings of the included studies (35). When the 

data allow a quantitative synthesis of results, a systematic review may include a meta-

analysis. Meta-analysis refers to the statistical approach that allows the statistical 

integration of results to produce a pooled-effect estimate from several independent 

studies addressing the same research question (36). Meta-analysis allows for increased 

power and precision to detect true differences (and, by definition, a reduced chance of 

false-negative results, or Type II error) and therefore is less influenced by the findings 

of any one study. In addition, meta-analyses can help researchers answer additional 

questions and develop new hypotheses to explain differences between the included 

studies (35,36). 

 

Publication of systematic reviews and meta-analyses has increased rapidly during the 

last decade. An inspection of PubMed-indexed in the period January 1, 1986 to 

December 4, 2015 shows 266,782 items tagged as “systematic reviews” and 58,611 

items tagged as “meta-analyses” (Figure 2.1). In 1991, only 1,024 and 334 articles 

were published as systematic reviews and meta-analyses, respectively. The annual 

publications of systematic reviews and meta-analyses in 2014 were 28,959 and 9,135, 

respectively. This corresponds to an increase in the publication rate of 2,728% for 

systematic reviews and 2,635% for meta-analyses versus an increase of only 153% for 

all PubMed indexed items (9). This increased publication rate of systematic reviews 
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and meta-analyses continues to be impressive as between 2010 and 2014 

corresponding to 67% and 132% increases, respectively, compared to only 27% 

increase for all PubMed-indexed items (9). This discouraging situation is also existing 

for meta-analyses of clinical research, especially of randomized controlled trials, as it 

is likely that more systematic reviews of clinical trials than new randomized trials are 

published each year (9).  

 

 

Figure 2.1. Number of PubMed-Indexed articles published each year between 1986 

and 2014 that carry the tag “Systematic Review” or “Meta-analysis” for type of 

publication. Data from: Ioannidis JP. The mass production of redundant, misleading, 

and conflicted systematic reviews and meta-analyses. Milbank Q 2016; 94: 485–514. 

 

Estimates based from a search in MEDLINE in November 2004 conducted by Moher 

et al. suggested 300 systematic reviews indexed in that month, which corresponded to 

an annual publication rate of 2500 systematic reviews. The majority (71%) focused on 

clinical questions (as opposed to a diagnosis, prognosis, or epidemiological question), 

and 20% were Cochrane systematic reviews (37). The reporting quality varied, with 
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only 66% reporting the years of their search, 69% assessing study risk of bias/quality, 

50% using the term “systematic review” or “meta-analysis” in the title or abstract, 23% 

formally assessing evidence for publication bias, and 60% reporting the funding source 

of the systematic review (37). This trend was revised in a recent cross-sectional study 

of systematic reviews by Page et al. published in 2016, who identified 682 systematic 

reviews indexed in a single month, suggesting that more than 8000 systematic reviews 

are being indexed in MEDLINE per year, corresponding to a 3-fold increase over the 

last decade (10). The majority of systematic reviews addressed a therapeutic question 

and Cochrane systematic reviews accounted for 15% of the sample. Quality of 

reporting was highly variable: at least a third of reviews did not report use of a protocol, 

the search logic for at least one database, methods for data extraction and risk of bias 

assessment, or the funding source of the review. In addition, at least a third used 

statistical methods that are discouraged by leading systematic review organizations 

such as the Cochrane Collaboration (10).  

 

The main deficiency 25 years ago was that there were very few meta-analyses of 

randomized trials of humans. In 1992, the Cochrane Collaboration was launched with 

goal to systematically integrate evidence on all medical and health care-related 

interventions as at that time meta-analyses of randomized trials were rare (9,38,39). 

As of December 4, 2015, the Cochrane Database of Systematic Reviews included 

9,170 entries, which is very close to their original expectation of 10,000 reviews that 

would be needed to cover the medical and health-care evidence completely (40). 

Notably, the number of systematic reviews and meta-analyses on the effects of medical 

interventions from the Cochrane Collaboration is only a small minority of all the 

published literature (2).  
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Why are so many systematic reviews and meta-analyses being produced? It is 

unknown if this mass production of systematic reviews and meta-analyses occurred 

because of the availability of software that can be used by minimally trained 

individuals, the limited knowledge on meta-analysis methods in the previous decades 

or it represents a reflection of efforts to catch up with reviewing the existing published 

literature (9,12). In addition, researchers face pressures to publish (or perish) in order 

to advance their careers, whereas journal editors recognize that publishing systematic 

reviews and meta-analyses can help increase their impact factors since such articles 

tend to be cited more than other types of studies (41). Perhaps other reasons of this 

enormous production exist, such as the large impact and importance that meta-analyses 

have in medical research as the top of the pyramid in most hierarchies of evidence, 

industry employees can use the results of meta-analyses as a marketing device for their 

products or because they can be performed with little or no money and can be 

published in prestigious journals which are often heavily cited (41–43).  

 

An examination of the geographic derivation to detect the countries that are mostly 

responsible for this massive production of meta-analyses, directs China as the most 

prolific producer of English-language PubMed-indexed meta-analyses (9). In 2014, 

over a third (34%) of articles classified as “meta-analyses” in PubMed, have author 

affiliations from China and only 9% from the United States (USA), which has a distant 

second place. The change in the geographic origin of meta-analysis occurred in a very 

short period of time, since in 2005 meta-analyses form China were rare compared to 

the US (n = 539 from the US vs n = 33 from China). By the 2012 China surpassed the 

US in production, and currently is publishing 4 times more meta-analyses than the US 

(Figure 2.2) (9). The rise of meta-analyses from China pertains to all types of meta-
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analyses, including those of randomized trials, epidemiological studies, diagnostic-test 

studies, and any other kind of design (16). However, the most massive rise of Chinese 

meta-analyses is on the field of genetics, where in 2014, China published 1210 (63%) 

such genetic meta-analysis articles out of a global total of 1,910, while the US 

published only 136 (7%) (16).  

 

 

Figure 2.2. Number of PubMed-Indexed articles published each year between 2005 

and 2014 that carry the tag “Meta-analysis” for type of publication and have author 

affiliations from china or from the United States (USA). Data from: Ioannidis JP. The 

mass production of redundant, misleading, and conflicted systematic reviews and 

meta-analyses. Milbank Q 2016; 94: 485–514 
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2.2   Unnecessary, Conflicted and Misleading Systematic Reviews and Meta-

analyses 

2.2.1   Mass Production of Redundant Systematic Reviews and Meta-analyses 

As previously discussed, the number of meta-analyses published in recent years has 

dramatically increased. However, many meta-analyses are not novel as overlapping 

meta-analyses on the same topic are very common. In the past, multiple independent 

meta-analyses on the same topic in various research fields have been identified (12). 

These meta-analyses are representing either serial updates of the same subject by the 

same team of authors or an independently reproduction of a meta-analysis on the same 

research topic (12,13). Replication is useful in any scientific field and similarly, 

independent replication of meta-analyses by different teams could be useful to clarify 

whether they reach the same results and conclusions (12,16). When new evidence 

emerges, some meta-analyses might need updating especially if this evidence is likely 

to modify the conclusions (44). Also, new meta-analyses might be required to examine 

different outcomes that were not included in the original meta-analysis (16).  

 

A recent study examined how common it is to have multiple overlapping meta-

analyses of randomized trials published on the same topic by selecting a random 

sample (5%) of meta-analyses of randomized trails that were published in 2010. Of 73 

eligible meta-analyses published in 2010, 49 (67%) had at least one overlapping meta-

analysis published on the same topic by the end of 2012. The median of overlapping 

meta-analyses was 2, but the maximum was up to 13 meta-analyses (12). Authors from 

that study also reported that 65% of the subsequent meta-analyses published in 2010 

did not include any additional outcomes and 23% of them included one or more authors 

of the original meta-analyses (12). A cause for concern is that even when published 
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meta-analyses on the same topic examine different outcomes, the practice of 

presenting these outcomes in different articles is deficient and confusing (12).  

 

The topic of statins for atrial fibrillation after cardiac surgery provides an example 

where the extent of unnecessary meta-analyses of randomized trials is most clear. Over 

the period between 2008 and 2012, 11 meta-analyses of statins for prevention of atrial 

fibrillation after cardiac surgery were published with a relatively steady appearance of 

new meta-analyses every few months. Eight of the 11 included only randomized trials, 

while three also included observational studies. With the exception of the first one, 

which it was inconclusive and had non-statistically significant results, the remaining 

showed a highly statistically summary effect and clinically important benefit of statins 

on the occurrence of postoperative atrial fibrillation, and the treatment effect was 

consistently large with summary risk ratios ranging between 0.54 and 0.57 and 

summary odds ratios ranging between 0.40 and 0.78. Of note, some of those had even 

practically identical results (12). An extension of the search for any additional meta-

analyses published until December 2015 identified another 10 potentially eligible 

meta-analyses on the same topic. This raises doubts whether is reasonable to have 

newer meta-analyses on the same topic when their incremental value was uncertain 

and can reflect wasted efforts and inefficiency in the process of summarizing evidence. 

It is also a matter of interest that the following meta-analyses did not cite 

systematically the prior meta-analyses on the same topic (9,12).  
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2.2.2   Mass Production of Conflicted Meta-analyses 

Usually multiple systematic reviews or meta-analyses on the same topic would find 

the same results, however, overlapping meta-analyses may report discordant results 

and conclusions, especially when the number of the following meta-analyses increases 

(13). Significant differences in selection criteria, types of studies selected, outcome 

definition, statistical methods, occasional errors, or even diverse subjective 

interpretation between overlapping meta-analyses led to discordant estimates. The 

interpretation of even the same results can differ across systematic reviews and meta-

analyses on the same topic, especially when the authors have strong motivations to 

reach specific conclusion. This phenomenon has been reported previously for a variety 

of research fields of both meta-analyses of randomized and non-randomized studies 

(13,45–51). These discordant results can cause confusion amongst readers, waste in 

research resources, as well as leading to unnecessary duplications, incomplete 

reporting and public disenchantment with clinical science (13,14,52). 

 

Antidepressants offer a case study of the confusing effects of having redundant meta-

analyses with different conclusions and clear example of an area where meta-analyses 

are used as a powerful marketing tool (9). The market of antidepressants is worth many 

tens of billions of dollars per year as in the United States only, approximately 10% of 

people currently take antidepressants, and the use of these drugs has increased fourfold 

over the last 15 years (53). Given that evidence-based medicine has become so popular, 

an increasing number of physicians and even patients want to read a systematic review 

and meta-analysis to be convinced that a treatment is worth adopting (9). An empirical 

evaluation searched in PubMed for meta-analyses assessing antidepressants for 

depression published from January 2007 through March 2014 identify 185 meta-
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analyses of antidepressants for depression published over these 7 years. Of the 185 

meta-analyses, 147 (79%) had a direct involvement from industry (sponsorship, 

authors who were industry employees and/or authors with industry conflicts of 

interest) and 54 (29%) had authors who were employees of the assessed drug’s 

manufacturer (53). This represents a massive presence of the industry in generating a 

prolific production of meta-analyses in this field. Meta-analyses by industry authors 

often lack a systematic review and focus on pooling individual data from industry trials 

on a specific manufactured drug. Out of the 185 meta-analyses, only 58 (31%) reported 

any negative statement about the treatment (e.g. any caveat about their efficacy or 

safety) in the concluding statement of their abstract. Among those 58 meta-analyses, 

only one had an author who was an employee at a pharmaceutical company at the time, 

even though 54 of the 185 total meta-analyses (about 30%) had at least one industry 

author. That means, when a meta-analysis that had an author who was an employee of 

the manufacturer of the assessed drug were 22 times less likely to report negative 

statements about the drug in the abstract that summarizes the conclusions of the work 

about the antidepressants assessed compared to the other meta-analyses (1/54 [2%] vs 

57/131 [44%], p < 0.001) (53). 

 

2.2.3   Misleading Genetic Association Meta-analyses from China 

As previously discussed, China is the most prolific producer of English-language 

PubMed-indexed meta-analyses, where the increase was most prominently seen in 

genetic association meta-analyses (9). An empirical evaluation study compared in-

depth 50 genetic association meta-analyses from China versus 50 from USA, published 

in 2012. Although at face value genetic association meta-analyses from China looked 

excellent as their reporting was done appropriately, with careful tabulations, and were 
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published in respectable English-language journals, however, the majority were likely 

to have reached misleading conclusions. Meta-analyses from China typically 

neglected genome-wide data, and often included candidate gene studies published in 

Chinese-language journals, while many USA meta-analyses used genome-wide 

approaches and raw data. Genetic association meta-analyses from China almost always 

used only literature-based data (92%) and focused on one or two genes (94%) and 

variants (78%) identified with candidate gene approaches (88%) (16). The combine 

fragmented information from mostly abandoned era of candidate genes that led to 

many thousands of articles with misleading results by American and European teams 

in the 1990s and early 2000s. This is because, candidate gene studies with single or a 

few genes and variants addressed one at a time, by single teams, with small sample 

sizes and with fragmented reporting of the literature subject to publication bias. Almost 

always, meta-analyses that include such studies give nominally statistically significant 

results (p<0.05), but, this means very little based on what is known in the current era 

of genomics as almost 99% of the claimed associations were not validated were tested 

in very large consortia where the entire genome was assessed (15,16). The vast 

majority of diseases are the result of the interaction between many genes and many 

environmental factors, hence by selectively choose information about one or a handful 

of genes has no practical use. Likewise, empirical investigations in some other fields, 

including single genetic association studies of candidate genes, clinical trials, and 

randomized trials on acupuncture have suggested that Chinese studies present a 

prominent excess of significant results that requires cautious interpretation (54–56).  
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2.2.4   Production of Meta-analyses by Contractors 

Contractors is an additional group that is apparently involved in enormous production 

of meta-analyses. Over the past decade, many contracting companies operating in the 

domain of evidence synthesis, such as the Mapi Group, Abacus International, Evidera, 

and Precision for Value. These companies are contracted mostly by pharmaceutical 

and medical device industries to run meta-analyses for a fee (9). These industries are 

highly interested in such evidence synthesis tools not only for the reasons that were 

previously discussed, but also as a means to obtain further insights about the relative 

merits of their products and of those manufactured by competitors. The meta-analyses 

are done professionally and at high efficiency, often using advanced techniques, for 

example, network meta-analysis (57). Using network meta-analysis, it is possible to 

assess the comparative effectiveness of multiple interventions using both direct and 

indirect evidence (58–60). These new methods are attractive for clinical researchers 

because they are particularly useful for clinical guideline development and policy since 

they seem to respond to their main concern: quantifying relative treatment effects and 

eventually determining the best available treatments options for efficacy and/or safety. 

Network meta-analyses can also inform cost-effectiveness analyses and therefore 

healthcare resource allocation decisions. National agencies for health technology 

assessment and drug regulators increasingly use such methods (17,61,62). 

 

In contrast to Chinese genetic association meta-analyses, much of the time there is 

little or no incentive to publish the results of contractor-produced meta-analyses. Non-

publication may occur for several reasons, including but not limited to the time and 

effort to prepare the manuscript and then go through painful reviews and revisions, 

unfavorable results for the manufacturer, pharmaceutical and medical device 
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corporations may not wish to share with the public (and consequently also with 

competitors) private information and/or information that they consider important to 

give them insights and strategic advantages, low priority for publication for meta-

analysis topics that might have already been covered in other published papers, or 

simply no strong incentives for the manufacturer or contracting company to publish 

the results (9,17). This produces a skewed picture of the evidence, which is exactly 

what systematic reviews and meta-analyses are supposed to refrain from.  

 

A recent study was aimed at estimating the number of network meta-analyses 

performed by consulting companies contracted by industry and explore whether the 

results of these meta-analyses were published and, if not, why they remain unpublished 

(17). Two searches were performed to identify the contracting companies. First, 

MEDLINE was searched from inception until 6 May 2015, for network meta-analyses 

of randomized trials to found whether they had authors affiliated with any contracting 

company. Second, the list of the exhibitors at the 20th Annual International Meeting 

(May 2015) of the International Society for Pharmacoeconomics and Outcomes 

Research (ISPOR) was searched for contracting companies. Afterwards, surveys with 

questions related to the number of performed network meta-analyses, number 

published, and reasons for non-publication were sent to these companies. In 162 of 

822 (20%) network meta-analyses found, authors were affiliated to 66 contracting 

companies, while another 36 contracting companies were identified by the exhibitors 

list. Three companies had no contact information and six merged with others therefore 

93 companies were contacted. Thirty seven out of ninety-three (40%) companies 

responded, and 19 indicated that they had performed a total of 476 network meta-

analyses, but only 102 (21%) papers were published. Sixteen out of 19 companies 
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replied to the second survey, but only 13 provided reasons for non-publication. Based 

on the replies by the 13 companies, 45 out of 174 (26%) conducted network meta-

analyses had already been published and of the 129 still unpublished meta-analyses 

there was intent to publish about half of the meta-analyses in the peer-reviewed 

literature while some others have been used for health technology assessment (HTA) 

submissions with unclear plans for further publication in the scientific literature. This 

study also revealed that unwillingness of the industry sponsor to allow publication was 

the most common specified reason for lack of a plan for publication. It is unknown 

whether the decision for non-publication was made before or after seeing the results 

and thus whether non-publication reflects the presence of unfavorable results, 

unwillingness to share with the public, or low priority for publishing meta-analyses on 

topics already covered in other published papers (17).  

 

2.3   Publication and Other Selecting Reporting Biases 

Until today, there are many millions of papers of clinical research and around 1 million 

papers from clinical trials have been published to date (Ioannidis JP, 2016b). It was 

estimated that over US$100 billion investment in biomedical research worldwide 

generated 1 million research publications each year (63). However, there are still 

concerns that many completed research studies have not been formally published 

whereas, true and readily valid major discoveries are far fewer since many of the new 

proposed associations are false or grossly overestimated as they may do not reflect 

genuine associations but include different types of bias in favor of positive statistically 

significant results (18–20). The terms publication bias and selective reporting bias 

refers to the differential choice to publish studies or report particular results depending 

on the nature or the directionality of findings (35). It has been reported that 
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approximately 50% of completed studies may remain unpublished (64–66), whereas 

at the same time, empirical research consistently suggests that published work is more 

likely to be statistically significant or “positive” than unpublished research (67). The 

pursuit of statistical significant results may be generated with several different forms, 

including study publication bias, selective outcome reporting bias, selective analysis 

reporting bias and fabrication bias (68–71). A most enticing group of such biases are 

those that can be clustered under the term “significance-chasing biases” (71) (Figure 

2.3).  

 

 

Figure 2.3. Significance-chasing biases. Reprint from: Ioannidis JPA. Meta-research: 

the art of getting it wrong. Res Synth Methods 2010; 1:169–84 

 

Study publication bias arises when authors are more likely to submit and/or editors are 

more likely to publish studies when they reach ‘‘positive’’ results. In general, studies 

with statistically significant or positive results are more likely to be published than 

those with nonsignificant or negative results (64,67,70). The prevalence of this bias 

may vary across different scientific fields, proportional to the ease of making a study 

disappear and the difficulty of making a ‘‘negative’’ study become ‘‘positive’’ with 
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changes in the analysis plans and/or outcome definition (72). A previous research has 

demonstrated that only 51% of the antidepressant trials registered with the Food and 

Drug Administration (FDA) had been “positive”, where by contrast, as many as 94% 

of trials published in the peer-reviewed literature evaluating antidepressant agents 

were “positive” (73). Publication bias has been recognized as a problem in medical 

research for many years. When the research that is readily available differs in its results 

from the results of all the research that has been done in an area, readers and reviewers 

of that research are in danger of drawing the wrong conclusion about what that body 

of research shows (74). The first article with the term “publication bias” that could be 

identified by searching PubMed was published in 1979 and since then, the number of 

references that are potentially relevant to publication bias has considerably increased. 

This increase in the number of relevant studies on publication bias may reflect the 

increased awareness of publication and related biases (75).  

 

Selective outcome reporting bias can occur in three ways; when multiple outcomes are 

evaluated in a study and the outcomes found to be significant are more likely to be 

published; selective reporting of a specific outcome, for example, when an outcome is 

measured and analyzed at several time points but not all results are reported; and 

incomplete reporting of an outcome (71,76). Selective analysis reporting bias occurs 

where certain data are analyzed using different analytical options such as subgroup 

analyses or intention-to–treat analyses versus per–protocol analyses, and publication 

favors the more impressive, statistically significant results (70,77,78). Non-existing 

data may be presented as “positive”, but fabrication bias is unlikely to be as common 

to other types of bias in favor of statistically significant results (69). 
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There is additional evidence indicate that research without statistically significant 

results takes longer to achieve publication than research with significant results, which 

further biasing evidence over time (65,79,80). This “time-lag bias” is another form of 

bias that can also affect perceived efficacy of interventions. For example, one study 

assessing efficacy trials of human immunodeficiency virus (HIV) treatments 

concluded that the time from study enrollment to publication was significantly longer 

for negative trials than that for positive trials (80). A recent meta-analysis of published 

and unpublished randomized controlled trials (RCTs) of serotonin reuptake inhibitors 

in subjects less than 18 years old with major depressive disorder examine if there is 

evidence of a time-lag bias in the publication of pediatric antidepressant trials. Despite 

the small number of trials, authors found a significant evidence of time-lag bias in the 

publication of findings and concluded that time-lag bias is not unique to child 

psychiatry and reflects a larger problem in scientific publishing (81). 

 

In addition, a number of other potential information suppression mechanisms exist, 

including: language bias (selective inclusion of studies published in English); 

availability bias (selective inclusion of studies that are easily accessible to the 

researcher); cost bias (selective inclusion of studies that are available free or at low 

cost); and familiarity bias (selective inclusion of studies only from one’s own 

discipline (74). All of these biases lead to the same consequence, namely that the 

literature located by a systematic reviewer will be unrepresentative of the population 

of completed studies, hereafter all present the same threat to a review’s validity. For 

this reason, it has been suggested that a single, broadly encompassing term, 

dissemination bias, to be used to refer to the problem (64). 
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These “significance-chasing biases” eventually can cause a relative excess of 

published statistically significant results that distort the totality of the available 

evidence on a research question and leads in misleading estimates of treatment effects 

and associations between study variables (64,82). Selective reporting biases affecting 

specific outcomes and specific analyses within studies is probably the greatest and 

most intangible concern that distorts the literature across many fields (83–87).  

 

Consequences of these biases depend on types of research (basic biomedical, 

observational, or clinical studies) and levels of result acceptability, but the detrimental 

consequences are the avoidable suffering of patients and waste of limited resources 

(75). For instance, in basic medical research, due to biased results from falsely positive 

studies, subsequent clinical trials may waste limited resources and fail to confirm the 

previous published results (88,89). This observation was revealed in a recent analysis 

of 4445 animal studies in 160 meta-analyses of neurological diseases, where 112 meta-

analyses (70%) found nominally (p<0.05) statistically significant results. Authors 

concluded that perhaps the majority of the data were either suppressed or recast in a 

way that truly negative studies would be published as positive results since there were 

just too many positive results published to be true. This observation also suggests 

strong biases, with selective analysis and outcome reporting biases being plausible 

explanations (90). It is estimated that over 50% of preclinical research can’t be 

replicated, placing the approximate annual cost of irreproducibility in the US alone at 

US$28 billion, whereas unsurprisingly, drug discovery has reduced, and its costs have 

risen, as preclinical interventions in animal models are rarely recapitulated in clinical 

trials (91). Results of observational studies are often highly contradictory over an 

extensive variety of risk factors, which might be due to publication bias. For example, 
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publication bias may cause highly contradictory results observed in early published 

studies of genetic associations (92). Publication bias in clinical trials has a direct 

impact on patients’ and populations’ health (75). When the relative efficacy of a 

treatment is overestimated because of publication bias, health resources can be wasted 

by obtaining more expensive interventions, instead of cheaper alternatives, without 

corresponding improvement in outcome (75). There are also many reported cases in 

which patients have received ineffective or harmful treatments (64).  

 

But how systematic reviews and meta-analyses can be affected from these biases? 

Information from multiple primary studies can be synthesized either prospectively or 

retrospectively. Ideally, meta-analyses should be conducted in consortia where 

investigators collaborate preventively with embedded replication across teams and 

joint analyses (9). In the past, large consortia have been successfully conducted in 

prospective meta-analyses of genome data (93). However, teamwork, collaboration, 

and replication are rare in most fields due to lack of incentives and therefore most 

systematic reviews and meta-analyses conducted today are retrospective (9). Hence, 

evidence from a retrospective meta-analysis highly depends on the quality of the 

included studies, and if poor-quality data, overly biased data, or data that do not make 

sense are combining together, then systematic reviews and meta-analyses will have 

misleading inferences and estimates which can cause major negative effects on the 

credibility and value of research evidence and turn out to be unreliable for decision 

making (71,75,82,94). 
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2.4   Flawed Meta-analyses and Correct but Non-Informative Meta-analyses 

As discussed earlier, evidence from a meta-analysis highly depends on the quality of 

the studies included and the overall methodological rigor which the meta-analysis was 

conducted. Therefore, a rigorous evaluation of the validity of primary studies is 

fundamental to the validity of the assumptions derived by the meta-analysis (95).  

 

A major advance in evidence-based medicine has been the development of initiatives 

to improve methodological quality and reporting of systematic reviews and meta-

analyses for various forms of evidence (e.g. randomized or non-randomized), that 

include among other principles of research question formulation, the use of a 

comprehensive search strategy, assessment of methodological quality of the primary 

studies and evaluation of heterogeneity (35,96,97). The first checklist specific to meta-

analyses was the Quality of Reporting of Meta-analyses (QUOROM), which was 

published nearly two decades ago, designed to address the suboptimal reporting of 

meta-analyses (98). QUOROM is similar to the Consolidated Standards of Reporting 

Trials (CONSORT) for reporting of RCTs, which was published in 1996 (99–101). In 

2009, QUOROM was revised to the Preferred Reporting Items for Systematic reviews 

and Meta-Analyses (PRISMA) to encompass both systematic reviews and meta-

analyses and address several conceptual and practical advances in the science of 

secondary research (102). Because of the increasing number of published meta-

analyses using observational studies, the Meta-analysis Of Observational Studies in 

Epidemiology (MOOSE) Group created a 6-section that contains specifications for 

reporting of meta-analyses of observational studies, including background, search 

strategy, methods, results, discussion, and conclusion (103).  
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Adequate reporting does not necessarily ensure that the contents of the document are 

valid and precise. The overall quality of a systematic review or meta-analysis is a 

function of proper reporting but, much more importantly, of using accurate methods 

to limit bias and ensure the internal validity of the findings (10,21). As such, similar 

to checklists for reporting, checklists for methodology have been created such as the 

Overview of Quality Assessment Questionnaire (OQAQ), the Potsdam guidelines, and 

the Sacks instrument (97,104–106). In 2007, the Assessment of Multiple Systematic 

Reviews (AMSTAR) was developed by combining elements of the OQAQ and the 

Sacks instrument as well as other items based on their methodological advances (107), 

that it has been found to be valid, feasible, reliable, and to have good inter-rater 

agreement (108,109). Since their development, PRISMA and AMSTAR have become 

widely accepted by many journals as the tools to ensure proper reporting and 

methodology of systematic reviews and meta-analyses (21). 

 

Until today, many studies have assessed the reporting and methodological quality of 

published systematic reviews and meta-analyses of both observational and randomized 

evidence in a variety research fields, in order to assess the prevalence of 

methodological flaws in the design, conduct, analysis and reporting. Despite the 

available guidelines, these studies have revealed serious methodological flaws of most 

of the included systematic reviews and meta-analyses as essential methodological 

components of the systematic review process, such as conducting a thorough literature 

search and assessing risk of bias of primary studies were frequently missing in their 

reports, even when published in journals with high impact factors. This may impair 

the validity of these publications and thus limit their value to guide policy decisions 

and clinical practice or their use for educational and research purposes 
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(21,37,61,95,110–116). In addition, many studies reported that Cochrane meta-

analyses have higher overall quality scores compared with those published in peer 

reviewed journals (37,111,113,115), whereas a trend of an overestimation of treatment 

effect in meta-analyses of lower quality scores was also observed (110,117,118).  

 

Moreover, even when published systematic reviews and meta-analyses are well 

performed with no evidence of methodological flaws, may still not be informative. It 

is very common, especially in meta-analyses of randomized trials; authors to conclude 

that the available evidence is weak or inefficient to answer the key research question. 

Hence, the correct but non-informative meta-analyses fail to inform decision making 

on patient care or health policy (119–121). For instance, a recent study that evaluated 

3,826 systematic reviews produced by the Cochrane Collaboration that involve 

physiotherapeutic treatments reported that only 0.5% of the reviews concluded that the 

intervention presented a positive effect and that further studies were not recommended, 

whereas a significant proportion (46.9%) found that the evidence was insufficient for 

clinical practice and recommended further research (122). These results are 

comparable with those from another study that analyzed a random sample of Cochrane 

systematic reviews of a variety of interventions (e.g. drug therapy, surgery etc.), that 

found only 0.98% of the 1016 reviews did the authors find insufficient evidence to 

support or refute the indication, while around half of the reviews examined (47.83%) 

did not offer enough evidence for clinical practice, and the authors asked for further 

research (123).  
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2.5   Animal Studies in Human Research  

Over the past centuries animal research have been successfully used in many areas of 

science, such as in basic research, and played an important role in the development of 

modern medical treatments (124,125). Research based on animals has brought new 

and deeper understanding about basic mechanisms of the human body and have 

provided valuable contributions to the development of great medical advances that 

impact diseases such as polio and Parkinson’s disease. Advances in surgeries and 

treatments including kidney and heart transplantation were also perfected with the use 

of animals (126–128). Experiments using animals not only helped to the development 

of new vaccines for the treatment of infectious diseases like diphtheria, tetanus, 

tuberculosis, poliomyelitis, and measles, but it also led to the development of greatly 

needed medicines, such as antibacterial and antibiotic drugs (125,129). Furthermore, 

animal studies can provide unique insights into the pathophysiology and causes of 

disease, and often reveal novel targets for directed treatments. Pre-clinical studies in 

selected animal species are also needed to formulate hypotheses that justify clinical 

trials. Without such studies it would be unethical to test unproven chemicals in humans 

and it may not be necessary to test new treatments on humans if preliminary testing on 

animals shows that they are not clinically useful (130,131). In addition, extensive 

animal testing is required from regulatory authorities concerned with public protection 

to screen new treatments for toxicity and to establish safety (131).  

 

Although, the history of today's therapeutic armamentarium has always involved 

animal testing, we cannot overlook the fact that the use of animals in research has 

always aroused controversy on ethical and technical grounds. Up until today there is 

an ongoing debate over the propriety and value of using animals in medical and 
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scientific research (130). Decades of animal experimentation for specific diseases such 

as cancer and diabetes have produced little or nothing of value to humans as 

encouraging results in animal’s studies often does not translated to successful human 

randomized trials (89,132,133). For instance, the traditional mouse models for cancer 

has now been widely discredited as human cancer cell lines are more accurate for 

identifying effective cancer drugs compared to animals, and in fact the traditional 

mouse allograft model is not predictive at all (134–136). Similarly, the entire field of 

mouse immunology research is tainted by the recent discovery that, unlike humans, 

mice have a second thymus gland (137). In addition, despite the existence of numerous 

successful animal models for traumatic brain injury, diabetes and stoke treatments, 

each one has failed to confirm benefits for humans (130,138,139).  

 

Several analyses have set out to understand why the extrapolation of results from 

animals to human sometimes fail. One obvious reason is the difference not so much in 

organ composition and functions, but the greater complexity of man compared to all 

the animal species. Even though the lab animals have many similar features to humans 

and usually animal models are excellent representations of most human characteristics 

and attributes, still, vast anatomical, physiological, and genetic differences between 

humans and animals, might be a reason of the poor translation of the results from 

animals to humans (130,140,141). In addition, the human organism often differs 

dramatically from the animal species involved in pre-clinical studies with respect to 

absorption, distribution and excretion of substances, and forms very different 

metabolites of the same drug (129,130). Another explanation is that animal models 

may not adequately mimic human pathophysiology. Lab animals are often young, 

rarely have comorbidities, and are not exposed to the range of competing interventions 
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that humans often receive. The timing, route, and formulation of the intervention may 

also introduce problems (131,142). 

 

Moreover, there is growing opinion among scientists that an important part of 

discrepancy between animal and human studies is because of the poor quality and 

methodological biases in animal experimentation as well as the lack of adequate 

reporting of animal data (129–131,143). Bias related to randomization, double 

blinding, surrogate end-points, calculation of sample size, statistical analysis, and 

nonpublication of negative results still greatly limits the extrapolation of animal 

findings to human (130,133,144,145). For instance, an analysis of 76 animal studies 

published in top journals between 1980 and 2000 show that only around a third of 

highly cited animal research translated at the level of human randomized trials and 

only 49% as having good methodological quality (133). In one another analysis of 290 

animal experiments presented at emergency medicine meetings, animal studies that 

did not use randomization or blinding were much more likely to report a treatment 

effect than studies that were randomized or blinded (144). In a recent analysis of 4445 

animal studies in 160 meta-analyses of neurological diseases, authors concluded that 

perhaps most of the data were either suppressed or recast in a way that truly negative 

studies would be published as positive results, suggesting strong biases, with selective 

analysis and outcome reporting biases being plausible explanations (90). Similarly, 

systematic reviews of animal studies have also revealed evidence of selective analysis 

and outcome reporting bias as well as publication bias leading to overstatement of the 

validity of entire bodies of research (89,146–149). 
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In response to the serious deficiencies found in the conduct and reporting of animal 

studies the Animal Research: Reporting In Vivo Experiments (ARRIVE) guidelines 

were produced in 2010 (150). Recent attempts to improve translation within the animal 

research also include the “co-clinical trial” in which preclinical trials explicitly parallel 

ongoing human phase I and II trials (151). Nevertheless, there is certainly plenty room 

for substantial improvement in animal research to improve their credibility and 

reproducibility. The importance and reliance on animal models may change in the 

future along with the development of more advanced nonanimal research technologies 

(e.g. computational models, bioinformatics, stem cell methods, and genetic methods), 

yet, for the time being, experiments involving animals remain an essential aspect of 

human research design.  

 

2.6   Challenges in Perinatal Epidemiology 

One of the most vulnerable periods of human life is the period of intrauterine growth 

and development. Events during pregnancy are important influences on the outcome 

of pregnancy and the health and wellbeing of the newborn (152). What happens in 

pregnancy and the very early stages of childhood will have a profound impact on child 

and adolescent development (153). There is also increasing evidence for the role of 

early adverse experiences during pregnancy on childhood and adult health as well as 

interest in the possibility of intergenerational effects of events (i.e. effects of events 

during pregnancy on the outcomes of pregnancy and health in subsequent generations) 

(152). The “fetal origins hypothesis” describes that maternal health and nutrition in the 

prenatal period send signals to the fetus about the relative harshness of world in which 

he or she will be born (154). For instance, supporting this hypothesis, several studies 
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have found associations between low birth weight and long-term health outcomes such 

as diabetes and heart disease (155–158).  

 

Perinatology is a medical specialty field that was established to provide integrated care 

to mother and fetus and to bridge the gap between the obstetrician’s concern for the 

pregnant woman and the pediatrician’s concern for the infant (152).  Building on the 

existence of perinatology as a medical specialty, perinatal epidemiology has developed 

as a subspecialty of epidemiology (152). Perinatal epidemiology research is concerned 

with identifying the effects of events during pregnancy on pregnancy outcome, 

including maternal, fetal, and neonatal health outcomes (159). It also encompasses the 

study of the effects of factors inherent to the pregnant woman such as age and ethnicity, 

voluntary harmful exposures during pregnancy (e.g. smoking and alcohol use), 

environmental exposures, diet, genetic constitution, the effects of illness, and the use 

of medications (152). While the focus of epidemiology has traditionally been on 

“disease” not its converse health, although they are clearly interrelated, perinatal 

epidemiology research differs in at least three ways (160). First, the broader view of 

health rather than disease is especially appropriate in perinatal research. Pregnancy is 

in most cases a healthy life transition, where changes in social and role function are 

expected and many of the symptoms of pregnancy, such as first trimester nausea or 

third trimester backache are considered “normal”. Hence, the model is not one of 

curing the disease, and outcomes evaluations should consider the normal process of 

childbearing and its impact on normative functioning (160). Second, with pregnancy 

as opposed to the most acute and chronic disease there is a predictable progression and 

time course, which is generally 40 weeks’ gestation (± 2 weeks, from the last menstrual 

period), with a key definable outcome to the health state-delivery of the infant. Third, 
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during the perinatal period there are two patients, the mother and the baby and 

measures to assess outcomes need to include both patients (160).  

 

One important methodological challenge in the design and conduct of perinatal 

research is that randomizing patients is not always feasible. The importance of 

evidence from RCTs is now widely recognized, as they are considered the most 

appropriate way to evaluate the impact of an intervention in clinical practice and often 

referred to as the “gold standard” of research methods (161–164). Randomization is 

the theoretically ideal way to draw strong inferences about the effect of an exposure 

on maternal, fetal, neonatal, and infant outcomes, because randomization ensures that 

the intervention and control group(s) are comparable in terms of factors other than the 

one being studied (152). However, many factors that affect the outcome of pregnancy 

cannot be assigned at random, consequently when these factors are of interest, a 

randomized trial cannot be conducted. Also, some factors that cannot be assigned at 

random, such as age, ethnicity, and genetic constitution, are non-modifiable, and as 

result they cannot be studied in randomized trials as they are not subject to 

manipulation by the researcher. In addition, some factors including cigarette smoking, 

alcohol use, and cocaine and heroin use, cannot be assigned at random for practical or 

ethical reasons (152). Even when an exposure, like medication use, can be assigned at 

random, attaining sufficient enrollment for an adequately powered RCT in a 

reasonable amount of time can also be challenging. For instance, it is estimated that 

asthma occurs in approximately 5% of pregnancies. A randomized trial comparing two 

medications for the treatment of asthma, that sought to enroll 200 women (100 in each 

group) would require a base population of 4000 pregnant women if all of the women 

with asthma were eligible for the study and consented to enroll. However, eligibility 
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criteria and unwillingness to participate would reduce the number of pregnant women 

available for a trial, hence; a study involving 200 pregnant women with asthma would 

require a large base population (e.g. 16,000-20,000) of pregnant women to be 

successful (152).  

 

Because of the inability of randomization, most epidemiological studies conducted 

during pregnancy are non-experimental or non-randomized. The concern of non-

experimental studies is bias, which might arise from flaws in the study design, conduct 

of the study or in the presentation of the results (152). Addressing confounding is 

another key methodological issue in non-randomized studies. Mixing the effect of 

exposure on occurrence of outcome with a third factor, called confounder, happens 

when a confounder is an independent risk factor for the outcome and has an 

independently statistical association with the exposure of interest (165,166). A 

confounder should also not be at intermediate pathway between exposure and outcome 

(166). Depending on the interrelation between confounder with exposure and outcome, 

uncontrolled confounding leads to over or under estimation of measure of association 

and consequently to erroneous conclusions (167). The issue of baseline population 

comparability, often referred to as risk-adjusted or adjustment for case-mix, is a 

primary methodological issue in the design and conduct of perinatal outcome studies 

(160). When comparisons are made across treatments, programs, providers, or 

institution the case-mix of those groups must be considered (168). For instance, 

comparing maternal or neonatal outcomes between women who deliver at levels I vs. 

levels III regional perinatal hospitals should consider the perinatal risk of women being 

treated at each hospital, since the perinatal outcomes of the level III hospital would be 

expected to be worse as these hospitals typically have more high-risk patients (160).  
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The need refinement of traditional perinatal outcomes, such as low birth weight is 

another issue that stand out as methodological challenge in the perinatal research 

(160). Many traditional measures in perinatal research could be considered 

intermediate measures. One much used example is low birth weight (<2500 g). 

Although, the number of studies that highlighted birthweight as a predictor of neonatal 

and infant mortality increased dramatically, birthweight, per se, is not a disease, but 

birthweight <2500 g is highly predictive of many diseases of the newborn. Despite the 

fact this research has contributed to our understanding of the predictors of neonatal 

health and has had considerable effects on public health programs, we must still 

recognize it as an intermediate outcome (160). One more issue in trying to define 

outcomes is to differentiate process from outcome. An example in perinatal 

epidemiology is the frequent use of Caesarean section as an outcome for maternal 

health (169–172). However, Caesarean section as a dichotomous variable merely 

describes that, it is a procedure and not an outcome that reflects the actual health status 

of either the mother or the infant (160). 

 

Another methodological issue is perinatal epidemiology is how long time-period 

should be considered. Conceptually, research attempts to move beyond the defined 

medical event, to examine the wider and sometimes longer-term impact of medical 

care on the individual or population (160). However, because of the potentially lengthy 

lifetime of a mother and newborn after birth, long-term examinations can be 

unbearable, and a shortened period of interest might be used, such as the first few 

months or the first few years of life. Yet, there may be potential bias when using shorter 

time periods, as significant events beyond the specified period would not be accounted 

for (160). Finally, the methodological issue of the multiplicity of outcomes of interest 
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is perinatal epidemiology should also be considered. Factors that affect pregnancy 

outcome are complexly interrelated and this makes the field challenging because it 

requires an understanding of the outcome’s pathophysiology as well as the factors that 

affect each one (152). Recognition of the interplay between several factors on the 

outcome of interest is not only important in the design and conduct of perinatal 

research studies but it also complicates the interpretation of the findings.  

 

2.7   Genetic Background of Preeclampsia 

Most reproductive diseases seem to represent complex genetic disorders as it is thought 

that no simple correspondence between genotype and phenotype exists and both 

genetic and environmental factors contribute to the susceptibility risk (173). 

Undoubtedly, the genetic architecture behind preeclampsia is complex as includes 

environmental factors, maternal, paternal and fetal genes, and their combined effects 

(174). Complex diseases occur as the result of numerous common variants at different 

loci which individually have a small effect but collectively contribute to an 

individual’s susceptibility to disease (175). The degree of genetic influence on 

preeclampsia has first suggested by the observed incidence of the disease in relatives, 

and a familial tendency in the nineteenth century (176). The familial aggregation of 

preeclampsia is often assessed using twin studies that can help to distinguish between 

environmental and genetic influences on individual traits and behaviors. Despite that 

very few twin studies have been possible to conducted because of the rarity of the 

disease, these have revealed that preeclampsia has a higher relative risk compared to 

controls, but there is no simple mode of inheritance (174,177–180). Taken together, in 

twin studies, the incidence rate of preeclampsia might be different, and pathogenic 
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effects of other factors in addition to genetic predispositions play important roles in 

the onset of this complex disease (181).  

 

In theory, identification of candidate genes for preeclampsia could substantially help 

the understanding of this central public health problem and provide clues for its 

prediction, prevention and treatment (182). Several studies have been conducted to 

date that reported associations between preeclampsia and polymorphisms and 

mutations of various genes that were selected based on their contribution in cellular 

pathways linking to the clinical features of preeclampsia. Numerous candidate genes 

have been proposed as having a role, primarily those with a plausible role in the known 

underlying pathophysiology of preeclampsia, mainly genes involved in renin-

angiotensin system, immune maladaptation, inherited thrombophilias, synthesis, 

placental ischemia, and increased oxidative stress (175,183,184). However, after two 

decades of research using the candidate gene approach and linkage analysis, no single 

genetic susceptibility for preeclampsia has been confirmed or refuted as candidate 

gene studies have been undermined by conflicting and inconclusive results (182,184). 

This design requires sample sizes of thousands to have adequate power to detect 

realistic genotypic relative risks of ~1.1–1.3 and only few studies have been of this 

size in the preeclampsia field (182,185). In addition, selection of candidate genes for 

examination is limited by an incomplete understanding of biological mechanisms 

involved in the pathogenesis of preeclampsia, and often such studies are focused on a 

limited number of candidate genes and lack of reproducibility, that undermines the 

reliability of association with preeclampsia. Likewise, inconsistency of clinical 

diagnosis and ethnic variations within study populations may also had an impact on 

research findings (182,184,186). Although large research efforts have been devoted to 



39 

 

the analysis of single gene contributions using the candidate gene approach or genetic 

linkage analysis in families, still, no universally reliable genetic variants have been 

identified. This might be because such approaches have been much less successful in 

disentangling the genetic risk for more common and complex diseases like 

preeclampsia with genetic changes combined with environmental factors and 

polygenic susceptibility (184,187–191). 

 

The technological advances that allowed for the development of large genotyping 

arrays have made genome-wide association studies (GWAS) commonplace in disease 

gene mapping over the past decade (192). Through GWAS it is possible to find single 

nucleotide polymorphism (SNP) that is associated with a disease and indicates a region 

of the human genome which influences the risk of the specific disorder. GWAS have 

evolved over the years into a hypothesis-free, unbiased approach, with the potential 

for identifying novel genetic variants (186). Recent GWAS in the field have yielded 

encouraging results, however, given that preeclampsia is a complex disease with great 

phenotypic diversity, it is apparent that larger studies with adequate statistical power 

are needed to improve our genetic knowledge base for this complex disease 

(182,184,186). Three GWAS have been published today that include several genetic 

loci linked or associated with preeclampsia (193–195). Two of the three GWAS had a 

smaller number of cases and did not find any genome-wide significant associations 

(193,195), whereas the third, identified two loci (rs7579169 and rs12711941) near the 

Inhibin beta B gene that satisfied the genome-wide significance threshold, but they 

could not be replicated in two cohorts from Norway and Finland (194). Subsequent 

case-control studies in European and Chinese women have shown a significant 

(P<0.05) association between the SNP rs7579169 and preeclampsia (196,197). 
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The terms “polygenic scores” (PGS), “genetic risk scores” (GRS) and “polygenic risk 

scores” (PRS) are used to describe the approaches designed to summarize genome-

wide genotype data into a single variable that measures genetic liability to a disorder 

or a trait (192,198). Technically, such scores are calculated from GWAS summary 

statistics to explore the genetic contribution to the disease’s etiology and/or to predict 

of individual disease risk (192,198). The use of a GRS based on GWAS findings as an 

indicator of risk for a given condition is a novel method of investigating genetic 

susceptibility to a complex trait (199). Although GRS are easy to calculate and capture 

important information about an individual’s risk of developing a disease, still is 

unlikely to have sufficient utility, so it may be more useful when combined with 

environmental risk factors or with high-risk variants (198). Three studies have been 

published until today to determine the association between GRS and risk of 

preeclampsia (199–201). The first study that investigated the association between an 

established GRS for hypertension (SBP, DBP, and MAP) and preeclampsia in two 

different study populations did not identify a statistically significant relationship, 

suggesting that an underlying predisposition to essential hypertension is not on the 

causal pathway of preeclampsia (199). The association between the genetic 

predisposition to dyslipidemia, estimated by four GRS (total cholesterol, LDL 

cholesterol (LDL-C), HDL cholesterol (HDL-C), and triglycerides) based on 

established loci for blood lipids, and risk of preeclampsia was also examined. The 

results of this study demonstrate that only the GRS related to lower HDL-C was 

marginally associated with an increased risk for preeclampsia, suggesting that 

dyslipidemia may be a component along the causal pathway to preeclampsia (200). 

Lastly, in a recent study the association of a GRS for elevated levels of C-reactive 

protein (CRP) and the risk of preeclampsia was also examined, in which an increased 
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genetic risk for elevated CRP was found to be protective against the development of 

preeclampsia in two independent populations (201).  

 

In summary, although there seems to be a familial effect on the liability of developing 

preeclampsia, there is no simple mode of inheritance, due to preeclampsia is 

considered a complex disease with great phenotypic diversity. Given that the origins 

of preeclampsia are still not well understood, future research studies should focus on 

additional loci, particularly rare variants, to explain the etiology of preeclampsia. 

Reaching common agreements between researchers on the definition and reporting of 

preeclampsia will contribute to a more efficient translation of future knowledge into 

public health and medical interventions (182). 

 

2.8   Prediction of Preeclampsia and Gestational Diabetes 

To assess a screening tool’s predictive ability, sensitivity, specificity, positive 

predictive value and negative predictive value should be assessed. A perfect screening 

test would be 100% sensitive and 100% specific, henceforth, would be positive for all 

those with the disease and negative for all those who did not (202). In clinical terms 

this means, with a high sensitivity, most patients who are going to develop the disease 

will screen positive, while with a lower specificity, it means that some patients who 

will not develop the disease will also screen positive. The test should also be simple, 

rapid, non-invasive, inexpensive as well as valid, reliable and reproducible (203). The 

ultimate predictor of preeclampsia and gestational diabetes should presumably identify 

women with an increased risk early in pregnancy, who could be offered potential 

treatment to prevent the disorder and thereby reduce its negative consequences. A new 

screening method has been previously proposed by Kypros Nicolaides, in which 
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clinicians instead of increasing the number of prenatal care visits towards the end of 

the pregnancy, effective screening at the beginning of pregnancy was recommended. 

This would lead to fewer unnecessary visits and more focused prenatal care (204,205). 

By following this strategy, low-risk pregnancies would attend a standard care program 

with fewer visits, while a more accurate monitoring of high-risk cases and possible 

prophylactic treatment (e.g. low-dose aspirin) would possibly lead to early diagnosis, 

a reduction in the number of complicated pregnancies, better define risk and direct 

resources to reduce morbidity, but also could lead to fewer long term complications 

for both mother and child (204,206,207).  

 

Partly due to lack of knowledge of possible underlying pathophysiological 

mechanisms involved in preeclampsia, there are not yet any reliable and validated 

predictors to identify most women who will develop the disease. The traditional 

method for detection and diagnosis of preeclampsia is by routine detection of its signs 

such as raised blood-pressure and proteinuria during antenatal monitoring that could 

indicate evolving the disease. Unfortunately, this method is not valuable for early 

prediction or identification of a high-risk women that are possible to develop the 

disease (208,209). With one in 10 pregnant women developing symptoms suggestive 

of preeclampsia (e.g. headache, abdominal pain) but only 20% of these reaching a 

diagnosis, there is a clear need for improved testing methods (210). In addition, there 

are certain at-risk groups of patients such as those with chronic hypertension, pre-

gestational diabetes, multifetal gestations and previous preeclampsia. Established 

organizations such as the ACOG and NICE endorses evaluation of risk factors as the 

best and only recommended screening approach for preeclampsia. Although 

recognition of clinical and demographic factors can be useful in clinical practice and 
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might help when selecting a high-risk group, yet, they are neither sensitive enough nor 

sufficiently specific to be used alone and therefore, they cannot be used reliably for 

prediction of preeclampsia. Also, this approach of screening is likely to result in 

classifying many pregnant women as screen-positive and consequently in need of more 

regular monitoring, which undermines the purpose of screening and creates a 

significant strain on the healthcare system (209,211).  

 

Even though preeclampsia is a highly clinically relevant topic, no early and reliable 

first trimester marker is currently available for early prediction of development of this 

pregnancy-associated disease. An extensive research in the last 20 years, has identified 

a wide range of potential biophysical and biochemical predictors of preeclampsia 

based on our knowledge of the pathophysiology of this disease (212–215). Many of 

these markers are measurable in maternal blood and have therefore been evaluated as 

biomarkers for the prediction of preeclampsia. These include serum and plasma 

markers of placental endocrine function, maternal endothelial dysfunction, renal 

dysfunction, general metabolic status, oxidative stress, and hemolysis and 

inflammatory markers (216). Recently investigated screening markers for 

preeclampsia include factors related to angiogenesis, coagulation, lipids, placental 

hormones, cell adhesion, fetal DNA, inflammation, and growth factors. Despite 

several years of research in the field, a single test accurate enough to predict 

preeclampsia sufficiently well has not yet been found (203,217,218). A recent review 

of different biochemical markers for preeclampsia before the 25th week of gestation 

in cohort and case control studies revealed no test with a sensitivity and specificity 

over 90% (217). Another study reviewed 27 different tests for preeclampsia prediction, 
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but only a few reached specifications above 90%. These were BMI of 34kg/m² or 

higher, α-fetoprotein and bilateral uterine artery Doppler notching (219).  

 

The absence of a robust, sensitive single marker is not surprising since preeclampsia 

is characterized by a complex pathophysiology with heterogeneous clinical and 

laboratory findings. Thus, it is unlikely that a single marker could predict the mixed 

presentations and potential causes of the disorder (214,215). It is now recognized that 

combinations of markers that reflect different aspects of disease’s pathogenesis are 

needed to improve the possibility for predicting preeclampsia with a high degree of 

accuracy (203). Potential components of such a combination could be anamnestic risk 

factors, angiogenic, inflammatory and other biochemical factors, uterine artery 

Doppler and mean arterial pressure (MAP). Yet, until to date, there is no general 

acceptance of these combinations in clinical practice (214,215). A previous large study 

that combined maternal characteristics, including MAP, uterine artery pulsatility index 

and the biochemical markers PAPP-A, PlGF, PP13, sEndoglin, Inhibin-A, Activin-A, 

Pentraxin 3 and P-Selectin has demonstrated 95% specificity, for early-onset 91% 

sensitivity, intermediate onset 79% sensitivity and late onset preeclampsia 61% 

sensitivity (220). Another example of such combination is the foetal haemoglobin 

(HbF)/Haemoglobin ratio and α1-microglobulin, that has demonstrated 90% 

sensitivity and 77% specificity for prediction of preeclampsia in early pregnancy 

(221). Findings of systematic reviews and meta-analyses that evaluated the predictive 

capabilities of combinations of biochemical and ultrasonographic markers showed that 

such combinations predicted preeclampsia better than a single predictor and this might 

improve the prediction of preeclampsia, especially in high-risk populations (218,222–

224). Overall, no reliable single predictor for preeclampsia exists and the clinical tools 
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are restricted to subjective symptoms with poor specificity and sensitivity. A 

combination of biophysical, biochemical and ultrasound markers may provide a more 

useful predictive tool than a test of either component alone, however, further research 

is necessary to identify additional combinations of markers that may predict the 

occurrence of preeclampsia since to date no biomarker combination has performed 

well enough for clinical application.  

 

Gestational diabetes mellitus (GDM) is a common metabolic condition of pregnancy 

associated with several pregnancy complications and with established beneficial effect 

of treatment. However, the controversy and many different approaches to screening 

and diagnosis present a challenge to scientific advancement in this area (225–227). In 

current clinical practice, a variety of tests and methods are used in the screening of 

GDM, including the random glucose measurement, fasting glucose measurement and 

a glucose challenge test (blood glucose measurement one hour after ingestion of 50 g 

of glucose) (228). Until today, there is no agreement on which screening test is most 

appropriate, due to estimates of accuracy and costs of the tests reported in the literature 

vary. There is also a debate on which women should be tested as there are 

recommendations for the inclusion of all pregnant women (universal screening), while 

other recommend the exclusion of all women except those at risk (selective screening). 

For instance, international bodies such as the American Diabetes Association, 

advocate the use of selective screening based on clinical factors for GDM such as 

age>25 years, obesity and previous GDM, to identify women at risk for GDM (229–

231). Opponents of this selective strategy criticize the use of risk factors to select 

women for screening, since this strategy have limited accuracy and fails to identify 

over one-third of cases of GDM and therefore, universal screening is widely 
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recommended. Nevertheless, the sensitivity and specificity are both considered to be 

low, leaving women with GDM undiagnosed on the one hand, and leading to 

unnecessary testing in healthy women on the other (228,232–235).  

 

The identification of women at high risk of developing GDM who would benefit from 

targeted preventative measures, has resulted in the investigation of new biomarkers 

with a possible use of them as predictors. An extensive body of research have 

investigated potential biomarkers in the prediction of GDM, however they have 

reported conflicting and inconsistent results, either because many of the factors being 

interlinked and sharing similar metabolic pathways or because of the lack of 

consistency in the diagnostic criteria of GDM between studies (236–239). Findings 

from previous systematic reviews and meta-analyses that evaluated the relationship 

between various biomarkers, including inflammatory markers, adipokines, and 

endothelial function, revealed that decreased adiponectin is an independent predictor 

of GDM. Increased levels of TNF-α and leptin may also be predictive, but further 

prospective studies are required to firmly establish their role independent of BMI and 

insulin resistance (238–240). Additionally, previous meta-analysis has exposed that 

triglyceride levels are markedly elevated throughout the course of pregnancy in 

women with GDM, however, further research was recommended to establish the 

potential clinical utility for identifying women at risk for subsequently developing 

GDM (241). 

 

Due to the lack of predictive ability of a single marker, it is now recognized that 

combinations of risk factors and maternal or placental markers reflecting 

pathophysiological pathways implicated in GDM in a multivariate logistic regression 
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model may have the most potential application to enhance the prediction for GDM 

(238,242). Early detection and prediction of women at risk of GDM would allow 

streamlined antenatal care and allocation of targeted dietary and lifestyle interventions 

to reduce the development of GDM, which consequently would improve pregnancy 

outcomes (243,244). There are several published predictive models for GDM that 

combined various biomarkers with maternal clinical risk factors, achieving good 

sensitivity and specificity for prediction of GDM, however they are not widely used in 

routine clinical practice (245,246). For instance, a previous simple risk prediction tool 

based on previous GDM, family history of type 2 diabetes mellitus, high risk ethnicity, 

age and BMI, achieved a sensitivity of 61.3% and specificity of 71.4% for 

differentiating women according to their risk of GDM (247). Further multi-parametric 

risk prediction models that investigated the potential of prediction of GDM by a 

combination inflammatory and other biomarker have shown incremental sensitivity 

and specificity and their translation to clinically important improvements in prediction 

is debatable, with very few implementation studies performed (238,248–250). A recent 

systematic review evaluating the quality and characteristics of seventeen studies 

describing first-trimester prediction models for GDM revealed various shortcomings 

on the model development studies, since only few have been externally validated and 

most showed moderate to low methodological quality. External validation was 

recommended to enhance generalizability and assess their true value in clinical 

practice (246). In summary, no reliable single predictor for GDM exists and the clinical 

practice is restricted to examination of maternal history with limited specificity and 

sensitivity. A combination of risk factors and maternal or placental markers may 

provide a more useful predictive strategy; however, further research is necessary to 

determine whether predictive models can be further improved with the addition of 
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novel biomarkers implicated in the pathophysiology of GDM. Early risk stratification 

by prediction modeling might offer opportunities to improve care for those women at 

high risk of developing GDM. Such work should therefore be prioritized, especially at 

a time of rising obesity levels, which will substantially increase the number of women 

with this condition. 

 

2.9   Goal and Significance of Research 

The long-term goal of this research study is to reduce the occurrence of preeclampsia 

and gestational diabetes. As a step towards this goal, by using an umbrella review 

methodology, this dissertation aims to systematically assess the evidence across 

published systematic reviews and meta-analyses on the risk factors and/or 

interventions for preeclampsia and gestational diabetes, evaluate whether there is 

evidence for diverse biases in this body of literature, and finally, pinpoints which of 

the previously studied risk factors or interventions present the strongest consistent 

evidence. Ultimately, better understanding of the evidence on an entire field across 

many systematic reviews and meta-analyses, can be important for public health, not 

only for understanding the reliability of an evidence-base but also serves as the 

foundation for clinical and public health recommendations. 

 

Three original studies have conducted to examine this goal: an umbrella review of 

systematic reviews and meta-analyses of observational studies on genetic and non-

genetic risk factors for preeclampsia, an umbrella review of meta-analyses and 

systematic reviews of randomized trials of interventions for preventing preeclampsia, 

and lastly, an umbrella review of meta-analyses of observational studies on non-

genetic risk factors for gestational diabetes. To our knowledge, no previously 
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published research has attempted such a comprehensive assessment of risk factors 

and/or interventions for preeclampsia or gestational diabetes. Such studies will be 

highly appreciated by the scientific community because of the importance of the topic, 

since preeclampsia and gestational diabetes are considered major causes of maternal 

and fetal morbidity and mortality worldwide. Furthermore, both diseases are not only 

increase the risk for maternal and fetal complication in pregnancy but are also 

associated with long-term risks, such cardiovascular disease in both mother and child. 

 

Findings from this study can provide greater understanding of critical issues related to 

screening, prediction, prevention and treatment of both pregnancy-related diseases, 

which can be translated into evidence-based-medicine actions, such as improvement 

of risk stratification tools, and establishment of modifiable risk factors. In addition, 

this research could be useful, to illustrate new mechanistic understanding of 

preeclampsia and gestational diabetes, new clinical ramifications or research needs and 

guide the design of future preventive interventions measures. Hence, we believe that 

this study will be the beginning of a long-term initiative that addresses all the scenarios, 

from the assessment of the burden to the identification of appropriate implementation 

approaches. 
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Chapter 3 – Meta-Research Methods 

Each year several million new research papers are published whereas at the same time 

the number of systematic reviews and meta-analyses is growing rapidly. Meta-analysis 

remains a gold standard for evidence-based decision-making and important research 

design for guiding medical practice, health policy and health technology assessments 

(43,44). However, as previously explicated, of the published systematic reviews and 

meta-analyses, around 1 in 6 have misleading estimates, mostly in genetic literature 

published by China, and probably another 1 in 3 meta-analyses are unnecessary and/or 

conflicted of other research types. Of the remaining, approximately half have serious 

methodological flaws and many others are correct but with weak or insufficient 

evidence to inform decision making. Only a very small minority are both non-

misleading and truly informative meta-analyses (9). 

 

As previously mentioned, systematic reviews and meta-analyses draw strength by 

combining evidence from many primary studies that have addressed a similar research 

question. However, even if perfectly done with perfect data, a single meta-analysis, 

that addresses one treatment comparison for a single outcome may offer a limited view 

of the evidence. If there is only one choice for treatment, one outcome of interest and 

faultless results, this meta-analysis may assist for decision making. However, usually 

there are many treatments options, many outcomes to consider and research is 

imperfect (9). Meta-analyses of observational associations suffer from limitations too. 

Most meta-analyses that combine evidence from observational studies focus on 

studying the association of one or at most a few putative risk factors for a specific 
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outcome. Hence, there is an enormous volume of published studies on risk factor 

epidemiology and usually a large number of studied risk factors for a particular 

outcome (23).  

 

While meta-analysis is considered to provide high quality evidence, it would be 

extremely important to detect different types of bias in favor of statistically significant 

results that create associations that do not exist, with the goal to decrease the number 

of wrong decision making in everyday clinical practice and public health (23). There 

are now several tools (e.g. funnel-plot asymmetry tests) available with which meta-

analysts can assess the potential magnitude of publication bias, however, these tests 

may be affected by any type of significance-chasing bias and they may also be affected 

by a wide variety of other issues, including genuine diversity across the study-specific 

effects such as the presence of heterogeneity or the lack of studies with significant 

results (251–253). The evaluation of such biases in each single study is difficult as the 

data are usually limited, unless designs and analysis plans are registered a priori (23). 

It is easier therefore, to evaluate this type of biases across multiple studies performed 

on the same question with goal to gain insight into the average bias in the field 

(70,254).  

 

Meta-research, also known as “research on research”, is an evolving scientific 

discipline that investigates research practices with the ultimate goal of evaluate and 

improve evidence-based practices (24). Meta-research uses both theoretical and 

empirical investigation with analytical and computational methods to study how 

research is done and where improvements can be made with objective to improve the 

scientific enterprise. It was categorized into five major areas of interest: Methods, 
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Reporting, Reproducibility, Evaluation, and Incentives, which these correspond, 

respectively, with how to perform, communicate, verify, evaluate, and reward research 

(24). Given the types of questions addressed, meta-research interfaces with many other 

established disciplines, including but are not limited to, epistemology, psychology, 

statistics, informatics, evidence-based medicine, research synthesis methods (e.g. 

meta-analysis), organizational and operations research, ethics, policy research, and 

behavioural economics (24). The primary remit of meta-research is not a single meta-

analysis that synthesizes evidence on multiple studies on a specific question but the 

combination of evidence from multiple meta-analyses on multiple topics, which offer 

insights about how common and how consistent certain biases are across a large field 

or multiple fields. This emphasis on the broader picture is the key characteristic of 

meta-research (24). 

 

In the era of meta-research, several research studies have generated, with the 

terminology around these studies yet to be unclear, with various names attributed to 

many times the same process (25). Overviews or reviews, overviews of systematic 

reviews, systematic reviews of systematic reviews, umbrella reviews, umbrella 

reviews of systematic reviews, systematic umbrella reviews, multiple treatments meta-

analysis, meta-analysis of meta-analyses and meta-epidemiological studies are some 

of the terms used to describe certain types of one study which collects and combines 

studies which in turn have collected and combined studies (25). Irrespective of their 

name, all of these types of reviews have a defining feature in common: a systematic 

review is the principal and often sole “study type” that is considered for inclusion. 

Therefore, we can say that it is a second level stage of combining studies, or a third 

level stage of analyses (25).  
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In contrast to a systematic review or a meta-analysis which are limited to one treatment 

comparison or even one outcome, a meta-research study combines all of the data from 

all comparisons together can provide an overall picture. This helps to recognize the 

relative merits of all available interventions, and consequently be more useful for 

health technology assessments, evidence-based guidelines and medical decision-

making. Likewise, this research methodology has parallel application to non-

randomized research. Given that for many diseases, there can be hundreds of proposed 

associations (genetic, nutritional, environmental), such studies can systematize and 

summarize the totally evidence to keep track of where we stand and what to make of 

the torrents of data on postulated risk factors. The synthesis of such complex 

information from many systematic reviews and multiple meta-analyses requires 

rigorous and systematic methods and is not something that can be performed lightly 

by a subject-matter expert based on subjective opinion alone (22). 

 

3.1   Overviews of Reviews and Meta-Epidemiologic Studies  

Overviews of reviews are a recent development in research synthesis with a developing 

still methodology (25). Although initially entitled as umbrella reviews, they have been 

subsequently being referred as meta-reviews, overviews of systematic reviews, 

reviews of reviews and systematic review of systematic reviews (255). They are 

defined as reviews that gather information from individual systematic reviews relevant 

to a single health problem using explicit and systematic methods examining different 

interventions for the same condition or different outcomes for the same intervention in 

the same condition or the same intervention for different conditions or populations or 

finally adverse effects from the same intervention across multiple conditions (35,256). 

In their majority, overviews of reviews are narrative or qualitative reviews of their 
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systematic reviews reporting on the findings and summary estimates from the meta-

analysis if occurred (257).  

 

Meta-epidemiologic studies can be seen as overviews of reviews with a non-clinical 

first topic and usually focus on given methodological aspects (e.g. they may focus on 

finding issues or small study effects). The meta-epidemiology is based on the 

combination of epidemiology and meta-analysis. Meta-epidemiology attempts to 

describe the distribution of research evidence for a specific question, examine 

heterogeneity and associated risk factors, identify and control bias between studies and 

summarize research evidence (258,259). It is not therefore a simple meta-analysis or 

narrative review, but a sort of meta-review (25). It has been recognized as another 

epidemiological research methodology that controls meta-confounders, similar to 

traditional epidemiological research methodology that controls confounding variables 

(258,260,261). The interest of meta-epidemiology is to control potential biases in 

previous quantitative systematic reviews and draw appropriate inferences. With this 

background, diverse methods, such as meta-regression, imputation, informative 

missing odds ratio, two statistical models, and others were attempted, and the term 

meta-epidemiology was introduced (262). 

 

3.2   Umbrella Reviews  

It has been suggested that one of the solutions for limited utility of systematic reviews 

is perform systematic reviews of systematic reviews, also known as umbrella reviews 

or systematic umbrella reviews. An umbrella review has been reported as one of the 

four types of “next-generation” systematic reviews that may raise the bar and help 

shape a new generation of more reliable evidence synthesis (11). They are not 
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necessarily brand-new ideas, but in the current circumstances of uncontrollable 

overproduction and unchecked quality of systematic reviews and meta-analyses, they 

have a fresh opportunity for impact (11). Such reviews emerged only recently, and 

their number is increasing since their content is an attractive way to distil and translate 

large amounts of evidence. A simple search of PubMed conducted on June 29, 2017 

indicates that there were 239 hits for a phrase “overview of systematic reviews”, and 

93 hits for “umbrella review”, and that number of those studies started increasing in 

year 2010 (263).  

 

The principle reason for the conduct of an umbrella review is to summarize the 

evidence from multiple research syntheses. Particularly, umbrella reviews allow a 

higher-level synthesis of large amount of evidence from all systematic reviews and 

meta-analyses on a given topic and may be based on outcomes, risk factors or 

interventions, e.g. all treatments for a condition or set of conditions; or all risk factors 

assessed for some disease or all associations that a specific risk factor has been 

evaluated for in relationship to a variety of outcomes/diseases (11). In theory, umbrella 

reviews may also encompass systematic reviews and meta-analyses on data of 

diagnostic, prognostic and predictive tests, if these are pertinent to consider in the 

overall management of a disease, in addition to just treatment decisions (22). It is 

important to note that the principal aim of an umbrella review is to provide an overview 

of the range and validity of the reported associations of existing research syntheses 

related to a given topic or question, and not to re-synthesize, for example, with meta-

analysis or meta-synthesis, the results of existing systematic reviews or meta-analyses.  
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Umbrella reviews are conducted to provide an overall examination of the body of 

information that is available for a give topic, and to compare the results of published 

systematic reviews (255). The wide picture obtainable from the conduct of an umbrella 

review is ideal to highlight whether the evidence base around a topic is consistent or 

contradictory, and to explore the reasons for the findings (264). Umbrella reviews may 

permit understanding of the amount and credibility of the evidence, identification of 

research gaps and weaknesses as well as the main sources of heterogeneity, bias and 

quality features that affect the credibility of the results in a large research field (11,22). 

As it brings together comparisons of a large number of existing systematic reviews and 

meta-analyses into one accessible and usable document, this would ultimately 

contribute to the improvement of overall healthcare, which this is the background and 

aim of the meta-research emergence (25,262).  

 

The methods of the umbrella review are standardized, and we will follow the same 

principles as previously described in published umbrella reviews conducted on various 

fields of research (265–269). For practical reasons, in the next section we present a 

stepwise description of the tasks performed to summarize and evaluate the evidence 

using the umbrella review methodology. Most of the features described here are not 

unique for the operational conduct of an umbrella review, and researchers familiar with 

the conduct of a systematic review will immediately identify the similarities in process 

and methods used. Despite these similarities, there are several important features for 

researchers undertaking an umbrella review worth noting. 
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3.3   Umbrella Review Methodology 

As previously mentioned, the main goal of this thesis is to systematically overview, 

analyze and summarize evidence across the published literature of clinical identities 

with a large impact on the perinatal epidemiology field, namely preeclampsia and 

gestational diabetes, and map whether any interventions or fields of risk factors include 

convincing evidence to support their results. As outlined earlier, for this PhD research 

we follow the same methodology principles as previously described in published 

umbrella reviews, nevertheless, minor differences may occur among the three umbrella 

review studies as the methodology and presentation of the results is align to the 

umbrella review question. 

 

3.3.1   Eligibility Criteria 

Depending on the umbrella review question meta-analyses and systematic reviews of 

observational or international studies were identified and retained if they included at 

least three studies in which information was provided per included study on a measure 

of association and its standard error and on the number of cases and the total 

population. We did not apply any language restrictions in the selection of eligible 

studies and we included only systematic reviews and meta-analyses of epidemiological 

studies in humans. If an article presented separated meta-analyses on other medical 

diseases including the outcome of interest, we only extracted information on the latter. 

When more than one meta-analysis on the same research question was eligible, the 

meta-analysis with the largest number of component studies with data on individual 

studies’ effect sizes was retained for the main analysis, but we kept a record of other 

published meta-analyses focused on the same risk factor. We excluded narrative 

reviews, letters to the editor, systematic reviews without a quantitative synthesis of 
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data, and studies in which risk factors were used for screening, diagnostic, or 

prognostic purposes. We also did not include the older version of two meta-analyses 

that were published by the same authors on the same intervention or risk factor when 

there was only a 2–3 years difference between the two versions. 

 

3.3.2   Literature Search and Data Extraction 

The search strategy for an umbrella review should aim to identify all research 

syntheses relevant to the review question. Two researchers independently searched 

PubMed, ISI Web of Science and Cochrane Library to identify systematic reviews and 

meta-analyses of observational studies or interventional studies. For example, the 

search strategy for the “Umbrella review of genetic and non-genetic risk factors for 

preeclampsia” we used the keywords ("pre-eclampsia" OR "preeclampsia") AND 

("systematic review" OR "meta-analysis"). We also systematically searched PubMed 

and GWAS central to identify genome-wide association studies (GWAS) examining 

genetic associations with the particular outcome of interest. All identified publications 

underwent a parallel, three-step review of title, abstract, and full text based on 

predefined inclusion and exclusion criteria. We also screened the references of the 

retrieved articles for possible eligible papers.  

 

To minimize risk of bias in the umbrella review process, data extraction was performed 

independently by two investigators, and in case of discrepancies, the final decision was 

reached by discussion or a third investigator, when necessary. From each eligible meta-

analysis, we extracted information on the first author, year of publication, the 

examined risk factor or intervention administered, the number of studies included, the 

number of cases and controls for each study or total number of participants per 
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treatment arm and events in each arm in case of a clinical trial, and the study-specific 

relative risk estimates (risk ratio, odds ratio) or standardized mean differences along 

with the corresponding confidence intervals (CI). Also, we recorded the reported 

summary meta-analytic estimates using both fixed and random effect methods along 

with the corresponding 95% confidence intervals. Also, we noted whether the selected 

systematic reviews and meta-analyses applied any criteria to evaluate the quality of 

the included studies.  

 

3.3.3   Assessment of Summary Effect and Heterogeneity  

For each meta-analysis, we estimate the summary effects and its 95% confidence 

interval by using both fixed and random effect models (94,270). Additionally, we 

calculate the 95% prediction intervals (PI) for the summary random effects estimates, 

which further account for between-study heterogeneity and indicates the uncertainty 

for the effect that would be expected in the new study observing the same association 

(271,272). The 95% PI shows where the true effects are for 95% of the studies from 

the population of studies that are synthesized or similar studies that might be done in 

the future. For the largest study of each meta-analysis, we calculated the standard error 

(SE) of the effect size; we examined whether the standard error was less than 0.10 and 

whether the largest study presented a statistically significant effect. In a study with SE 

of less than 0.10, the difference between the effect estimate and the upper or lower 

95% confidence interval is less than 0.20 (i.e. this uncertainty is less than what is 

considered a small effect size). 

 

We assessed heterogeneity between studies, and we reported the P value of the χ2-

based Cochran Q test and the I2 metric for inconsistency, which could reflect either 
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diversity or bias. I2 ranges between 0% and 100% and is the ratio of between-study 

variance over the sum of within and between-study variances (273). Values exceeding 

50% or 75% are usually considered to represent large or very large heterogeneity, 

respectively. Its confidence intervals were calculated as per Ioannidis et al. (274).  

 

3.3.4   Assessment of Small Study Effects 

We evaluated whether there is evidence for small study effect (i.e. if small studies tend 

to give higher risk estimates than large studies). Small study effects can indicate 

publication and other selective reporting biases, but they can also reflect genuine 

heterogeneity, chance, or other reasons for differences between small and large studies 

(275). We used the regression asymmetry test proposed by Egger for this assessment 

(276). A P value <0.10 accompanied by a more conservative effect in larger studies 

was considered evidence for the existence small-study effects. 

 

3.3.5   Evaluation of Excess Statistical Significance  

The excess significant test was performed to evaluate whether there is a relative excess 

of formally significant findings in published literature due to any reason (such as 

publication bias, selective reporting of outcomes or analyses). The number of expected 

positive studies is estimated and compared against the number of observed number of 

studies with statistically significant results (P<0.05) by using the χ2 test (82). A 

binomial test was used to evaluate whether the number of positive studies in a meta-

analysis is too large according to the power that these studies have to detect plausible 

effects at α=0.05. A comparison between observed vs expected is performed separately 

for each meta-analysis and it is also extended to groups of many meta-analyses after 

summing the observed and expected from each meta-analysis. The expected number 
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of significant studies for each meta-analysis is calculated by the sum of the statistical 

power estimates for each component study (82). The power of each component study 

was estimated using the fixed effects summary, the random effects summary, or the 

effect size of the largest study (smallest SE) as the plausible effect size (277). The 

power of each study was calculated with an algorithm using a non-central t distribution 

(278). Excess statistical significance for single meta-analyses was claimed at P<0.10 

(one-sided P<0.05, with observed > expected as previously proposed) given that the 

power to detect a specific excess will be low, especially with few positive studies (82). 

We classified risk factors or interventions categories based on biological pathways or 

types of exposures involved. We examined excess statistical of significant separately 

in each of these categories as selective reporting bias may arise in different domains 

of research.  

 

3.3.6   Methodological quality 

We did not conduct a qualitative assessment of component studies as it was beyond 

the scope of the umbrella review methodology, and this should be performed in the 

original systematic reviews and meta-analyses through standardized tools, such as 

Newcastle–Ottawa scale. However, we recorded whether the authors of the original 

meta-analyses have performed any quality assessment of the synthesized studies. 

 

3.3.7   Assessment of Epidemiologic Credibility of Non-Genetic Associations 

The associations that had the strongest validity and no suggestive information of bias 

were identified and graded based on a set of methodological criteria, which have been 

previously applied in other research fields (266–268,279,280). We used a ranking 

system to grade the evidence from systematic review and meta-analyses in terms of 



62 

 

the significance of the summary effect, the 95% prediction interval, presence of large 

heterogeneity, small study effects, and excess significance bias. Specifically, we 

characterized as convincing the associations fulfilling the following criteria: had 

significant effect under the random-effects model at P<10-6, were based on evidence 

from more than 1000 cases, the between-study heterogeneity was not large (I2<50%), 

the 95% PI excludes the null value and had no evidence of small-study effects and 

excess of significance bias. Additionally, the associations with more than 1000 cases, 

a significant effect at P<10-6 and nominally statistically significant effect present at the 

largest study were characterized as highly suggestive. We considered as suggestive the 

associations with significant effect at P<10-3 and more than 1000 cases. The rest of 

statistically significant associations at P<0.05 under random-effects model were 

graded as weak associations. 

 

3.3.8   Epidemiological Credibility of Genetic Associations 

We used the Venice criteria to evaluate the epidemiological credibility of all 

significant genetic associations (281). Credibility was defined based upon the grade 

(A=strong, B=moderate or C=weak) of three categories: amount of evidence, 

replication of the association, and protection from bias. Amount of evidence was 

graded by the sum of test alleles or genotypes among both cases and controls in the 

meta-analysis; (‘A’ for over 1,000, ‘B’ for 100 to 1,000, and ‘C’ for less than 100). 

Replication of the association was graded as “A” if there was an extensively replicated 

study supported by at least 1 well conducted meta-analysis, “B” if it was a well-

conducted meta-analysis with some methodological limitations and “C”, if there was 

no independent replication, failed replication or flawed meta-analysis. Assessment of 

protection from bias included consideration of the magnitude of the association, 
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heterogeneity statistic and findings from tests for selective reporting biases (test for 

small-study effects and excess statistical significance). According to these criteria, the 

credibility level of the cumulative evidence was defined as high (A grades only), low 

(one or more C grades) or intermediate (all other combinations) (281).  

 

3.3.9   Epidemiological Credibility of Interventional Evidence  

We used a ranking system to grade the evidence from meta-analyses of RCTs in terms 

of the significance of the summary effect (p<0.001, 0.001≤ p<0.05, p≥0.05), 95% 

prediction interval (excluding the null or not), and presence of large heterogeneity (I2 

>50%), small study effects (p>0.10), and excess significance (p<0.05). Studies that 

reported a p-value of less than 0.001, had a 95% prediction interval not including the 

null, had no evidence of small-study effects or no evidence of excess significance, and 

did not have large heterogeneity were considered as representing robust evidence of 

effectiveness of interventions (Class I). Meta-analyses that had a p-value less than 

0.001 and the largest study reporting a significant effect were considered to have the 

next best quality of evidence (Class II). Finally, meta-analyses with only a p-value of 

less than 0.05 were classified as quality of evidence Class III. 

 

3.3.10   Presentation of the Results 

In this section we provide context to the results and sufficient descriptive detail for the 

reader about the inclusion of the research syntheses into the umbrella review, the 

relevance of included research syntheses to the umbrella review question and the 

evidence base they offer to the research question. As the aim of the umbrella review is 

to present a summary of existing research syntheses relevant to a particular topic or 

question and not any further “synthesis” of the results of these publications, to this, the 
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results of all included studies are presented to the reader to allow ready and easily 

interpretable overview of the findings and gain a clear understanding of a broad topic 

area. Construction of multiple tables is often necessary to clearly present all the data 

collected from reviews (282,283), therefore, well-constructed tables will facilitate 

analysis as they make patterns in the data easier to detect.  

 

3.4   Limitations of Umbrella Review Methodology 

Umbrella reviews provide an up-to-date overview on a specific research topic by 

considering systematic reviews and meta-analyses, which represent the highest level 

of evidence to inform decision-making. However, the umbrella review approach has 

some limitations that should be considered when interpreting their findings. As with 

other forms of evidence synthesis, the utility of umbrella reviews will be largely 

dependent on the availability of published systematic reviews and meta-analyses. 

Hence, this approach may favour the selection of more commonly and readily studied 

risk factors or interventions, since they are more likely to be included in a systematic 

review or a meta-analysis. In addition, for some factors that are difficult or uncommon 

to study, the current standardized methodological assessment of the epidemiological 

credibility using a wide range of tests and criteria is unlikely to be remarkable, given 

the limited data. Even though, umbrella reviews adopted credibility assessment 

criteria, which were based on already established tools, still, none of the components 

of these criteria provides definitive proof of lack of reliability, but they cumulatively 

suggest that the results are susceptible to bias and uncertainty. 

 

Several limitations of the umbrella review approach are largely reflected by limitations 

in the original studies. Because systematic reviews and meta-analyses included 
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primary studies with differences in design, population, outcome or exposure 

definitions and other basic characteristics, large heterogeneity may be worrisome. In 

addition, it is possible that the results of studies included in a meta-analysis to have 

previously been standardized (e.g. cleaned or made to follow consistent definitions and 

adjustments). Such standardization efforts are likely to reduce, if anything, 

inconsistency and selective reporting bias, whereas the last, may be more prominent 

in the primary study reports. Another limitation of an umbrella review is the use of 

existing published systematic-reviews and meta-analyses, and their results may 

depend on choices made about what estimates to select from each primary study and 

how to represent them in the meta-analysis. Likewise, because umbrella reviews 

depended on the original meta-analyses quality assessment, and ultimately the studies 

that they include, it is possible that deficiencies in the methodological quality at each 

level can compromise the results and conclusions of an umbrella review.  
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Chapter 4 – Genetic and non-genetic risk 

factors for preeclampsia: An umbrella review of 

systematic reviews and meta-analyses of 

observational studies 
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4.1   Abstract  

Objective: To summarize evidence from the literature on the genetic and non-genetic 

risk factors associated with preeclampsia, assess the presence of statistical biases and 

identify risk factors with robust evidence.  

Methods: We searched PubMed and ISI Web of Science from inception to October 

2016, to identify systematic reviews and meta-analyses of observational studies 

examining associations between genetic and non-genetic risk factors for preeclampsia. 

For each meta-analysis we estimated the summary effect size by random-effects and 

fixed-effects models, the 95% confidence interval and the 95% prediction interval. We 

estimated the between-study heterogeneity expressed by I2 (considering above 75% as 

very large), evidence of small-study effects (large studies had significantly more 

conservative results than smaller studies and evidence of excess significance bias (too 

many studies with statistically significant results).  

Results: Fifty-eight eligible meta-analyses were identified, which included 1466 

primary studies and provided data on 130 risk factors associated with preeclampsia, 

covering a very wide range of risk factors: co-morbid diseases, genetic factors, 

exposure to environmental agents and a range of biomarkers. Sixty-five (50%) 

associations had nominally statistically significant findings at P<0.05, while sixteen 

(12%) were significant at P<10-6. Sixty-five (50%) associations had large or very large 

heterogeneity. Evidence for small-study effects and excess significance bias was found 

in ten (8%) and twenty-six (20%) associations, respectively. Oocyte donation vs 

spontaneous conception (OR 4.33, 95% CI: 3.11-6.03) had >1000 cases, 95% 

prediction intervals excluding the null, not suggestive of large heterogeneity (I2<50%), 

small-study effects (P for Egger’s test>0.10), or excess of significance (P>0.05). 
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Across the statistically significant genetic risk factors (P<0.05), only PAI-1 4G/5G 

(recessive model) polymorphism was supported with strong evidence for a 

contribution to the pathogenesis of preeclampsia. Eleven factors (serum iron level, 

PAPP-A, chronic kidney disease, polycystic ovary syndrome, mental stress, bacterial 

& viral infections, cigarette smoking, oocyte donation vs assisted reproductive 

technology, obese vs normal weight women, severe obese vs normal weight women 

and primiparity) presented highly suggestive evidence for preeclampsia. 

Conclusions: A large proportion of meta-analyses of genetic and non-genetic risk 

factors for preeclampsia have caveats, which threaten their validity. Oocyte donation 

vs spontaneous conception and PAI-1 4G/5G polymorphism (recessive model) show 

the strongest consistent evidence.  
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4.2   Introduction  

Preeclampsia (PE) is a severe pregnancy-associated disease, characterized by the 

occurrence of hypertension and proteinuria in previously healthy women after the 20th 

weeks of gestation. PE affects approximately 2-8% of all pregnancies and is associated 

with substantially higher maternal and fetal morbidity and mortality worldwide 

(284,285). The clinical spectrum of PE varies, from mild, which is characterized by a 

moderate increase in blood pressure and proteinuria, to the most severe outcome of 

eclampsia, described by seizures as a sign of damage of the cerebral vessels, and 

HELLP syndrome (Hemolysis, Elevated Liver enzyme, Low platelets), which 

significantly threatens the lives of pregnant women and their fetuses (286). The true 

etiology of PE remains an issue of debate, and generates uncertainty on prediction, 

prevention and treatment., occurring as interplay between genetic and non-genetic 

factors (287,288). 

 

Numerous meta-analyses and systematic reviews have claimed that several 

environmental, biological and genetic risk factors are associated with PE risk. If 

causal, these associations might be useful for the accurate prediction and diagnosis of 

this condition in early pregnancy, which would allow a timely allocation of screening 

resources and prevention of maternal and fetal complications (289–291). In addition, 

preventive measures such as aspirin administration in high risk women appear more 

likely to be beneficial if started earlier in pregnancy during the first trimester or even 

preconception (292,293). Nevertheless, there is a possibility that some observed 

associations in the literature do not reflect a genuine association but include different 

types of bias in favor of positive statistically significant associations (20). The pursuit 

of positive results may be generated with several different mechanisms, such as 
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selective analyses, outcome bias and fabrication bias (19,82). These biases can cause 

either false published findings (19) or inflated effects (18). 

 

To our knowledge, this is the first attempt to summarize the evidence from existing 

meta-analyses on genetic and non-genetic risk factors for PE. We aim to summarize 

evidence from meta-analyses on the risk factors that have been associated with PE, 

evaluate whether there are hints of biases in this literature and how they manifest, and 

finally identify which of the previously studied associations represent robust 

epidemiologic evidence. 
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4.3   Methods  

The concept of umbrella review 

We conducted an umbrella review, which is a systematic collection and evaluation of 

multiple systematic reviews and meta-analyses performed on a specific research topic 

(22). An umbrella review brings together comparisons of a large number of existing 

systematic reviews and meta-analyses on risk factors into one accessible and usable 

document (22,25). The methods of the umbrella review are standardized and in this 

work we follow state-of-the-art approaches as previously published umbrella reviews 

on risk factors and various outcomes (265–268). 

 

Literature search  

Two researchers (KG and SP) independently searched PubMed and ISI Web of 

Science from inspection to October 8, 2016, to identify systematic reviews and meta-

analyses of observational studies examining associations between risk factors and PE. 

The search strategy used the keywords ("pre-eclampsia" OR "preeclampsia") AND 

("systematic review" OR "meta-analysis"). Initially, the title and abstract of each these 

articles were examined and then we retrieved potentially eligible articles for full text 

evaluation. We also systematically searched PubMed to identify genome-wide 

association studies (GWAS) examining genetic associations with PE. Any 

discrepancies were resolved with discussion.  

 

Eligibility criteria and data extraction 

Articles were eligible if the authors had performed a systematic search to identify 

pertinent studies that examined the association between various risk factors and PE. 

The full text of potentially eligible articles was scrutinized independently by two 
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investigators (KG, SP). Meta-analyses or systematic reviews were retained if they 

included at least three studies in which information was provided per included study 

on a measure of association and its standard error between the risk factor and PE and 

on the number of cases/population. We excluded studies in which risk factors were 

used for screening, diagnostic, or prognostic purposes or meta-analyses that examined 

PE as a risk factor for other medical conditions. We did not apply any language 

restrictions in the selection of eligible studies. When more than one meta-analysis on 

the same research question was eligible, the meta-analysis with the largest number of 

component studies with data on individual studies’ effect sizes was retained for the 

main analysis.  

 

Data extraction was performed independently by two investigators (KG, SP), and in 

case of discrepancies, the final decision was reached by discussion or a third 

investigator, when necessary (EE). From each eligible meta-analysis, we extracted 

information on the first author, year of publication, the examined risk factors, the 

number of studies included, the study-specific relative risk estimates (risk ratio, odds 

ratio) or standardized mean differences along with the corresponding confidence 

intervals (CI). Also, we recorded the reported summary meta-analytic estimates using 

both fixed and random effect methods along with the corresponding confidence 

intervals and the number of cases and controls for each study. We noted whether the 

selected meta-analyses applied any criteria to evaluate the quality of the included 

observational studies.  
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Assessment of summary effect and heterogeneity  

For each meta-analysis, we estimated the summary effects and its 95% confidence 

interval by using both fixed and random effect models (94,270). Additionally, we 

calculated the 95% prediction intervals (PI) for the summary random effects estimates, 

which further account for between-study heterogeneity and indicates the uncertainty 

for the effect that would be expected in the new study observing the same association 

(271,294). For the largest study of each meta-analysis, we calculated the standard error 

(SE) of the effect size, and we examined whether the standard error was less than 0.10 

and whether the largest study presented a statistically significant effect. In a study with 

SE of less than 0.10, the difference between the effect estimate and the upper or lower 

95% confidence interval is less than 0.20 (i.e. this uncertainty is less than what is 

considered a small effect size). 

 

We assessed heterogeneity between studies, and we reported the P value of the χ2-

based Cochran Q test and the I2 metric for inconsistency, which could reflect either 

diversity or bias. I2 ranges between 0% and 100% and is the ratio of between-study 

variance over the sum of within and between-study variances (273). Values exceeding 

50% or 75% are usually considered to represent large or very large heterogeneity, 

respectively. Confidence intervals were calculated as per Ioannidis et al. (274). 

 

Assessment of small study effects 

We evaluated whether there is evidence for small study effect (i.e. if small studies tend 

to give higher risk estimates than large studies). Small study effects can indicate 

publication and other selective reporting biases, but they can also reflect genuine 

heterogeneity, chance, or other reasons for differences between small and large studies 
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(275). We used the regression asymmetry test proposed by Egger for this assessment 

(276). A P-value <0.10 accompanied by a more conservative effect in larger studies 

was considered evidence for the existence small-study effects. 

 

Evaluation of excess statistical significance 

The excess of statistical significance test was performed to evaluate whether there is a 

relative excess of formally significant findings in published literature due to any 

reason. The number of expected positive studies is estimated and compared against the 

number of observed number of studies with statistically significant results (P<0.05) 

(82). A binomial test was used to evaluate whether the number of positive studies in a 

meta-analysis is too large according to the power that these studies have to detect 

plausible effects at α=0.05. A comparison between observed vs expected is performed 

separately for each meta-analysis and it is also extended to groups of many meta-

analyses after summing the observed and expected from each meta-analysis. The 

power of each component study was estimated using the fixed effects summary, the 

random effects summary, or the effect size of the largest study (smallest SE) as the 

plausible effect size (277). The power of each study was calculated with an algorithm 

using a non-central t distribution (278). Excess statistical significance for single meta-

analyses was claimed at P<0.10 (one-sided P<0.05, with observed > expected as 

previously proposed) given that the power to detect a specific excess will be low, 

especially with few positive studies (82).  

 

We classified risk factors into categories based on biological pathways or types of 

exposures involved: biomarkers, environmental factors, genetic markers, diseases and 

disorders, supplementation, infections and other risk factors. We examined excess 
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statistical of significance separately in each of these categories as selective reporting 

bias may arise in different domains of research. The excess of statistical significance 

test was conducted separately for meta-analyses with I2 values less than or equal to 

50% and greater than 50%, because values above 50% are typically reflected evidence 

of large heterogeneity beyond chance (295).  

 

Grading of non-genetic and genetic associations 

We characterized as convincing the non-genetic associations fulfilling the following 

criteria: had significant effect under the random-effects model at P<10-6, were based 

on evidence from more than 1000 cases, the between-study heterogeneity was not large 

(I2<50%), the 95% PI excludes the null value and had no evidence of small-study 

effects and excess of significance bias. Additionally, associations with more than 1000 

cases, a significant effect at P<10-6 and nominally statistically significant effect present 

at the largest study were characterized as highly suggestive. We considered as 

suggestive the associations with significant effect at P<10-3 and more than 1000 cases. 

The rest of statistically significant associations at P<0.05 under random-effects model 

were graded as weak associations. 

 

We used the Venice criteria to evaluate the epidemiological credibility of all 

significant genetic associations (281). Credibility was defined based upon the grade 

(A=strong, B=moderate or C=weak) of three categories: amount of evidence, 

replication of the association, and protection from bias. Amount of evidence was 

graded by the sum of test alleles or genotypes among both cases and controls in the 

meta-analysis; (‘A’ for over 1,000, ‘B’ for 100 to 1,000, and ‘C’ for less than 100). 

Replication of the association was graded as “A” if there was an extensively replicated 
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study supported by at least 1 well conducted meta-analysis, “B” if it was a well-

conducted meta-analysis with some methodological limitations and “C”, if there was 

no independent replication, failed replication or flawed meta-analysis. Assessment of 

protection from bias included consideration of the magnitude of the association, 

heterogeneity statistic and findings from tests for selective reporting biases (test for 

small-study effects and excess statistical significance). According to these criteria, the 

credibility level of the cumulative evidence was defined as high (A grades only), low 

(one or more C grades) or intermediate (all other combinations) (281). 

 

All authors had full access to all of the data in the study. Statistical analysis and the 

power calculations were performed in STATA version 14 (STATA Corp, College 

Station, TX).  
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4.4   Results 

Description of eligible meta-analyses 

The search identified 634 items, of which 535 were excluded after the title and abstract 

review. Of the remaining 99 articles that entered the full-text review, 8 articles did not 

report the appropriate information for the calculation of excess of statistical 

significance (either because the total sample size was missing or the study-specific 

relative risk estimates were missing), one article was a pooled analyses of cohort 

studies, two articles included only 2 component studies, and 18 articles excluded 

because a larger systematic review or meta-analysis investigating the same risk factor 

was available (Figure 4.2). Therefore, 71 articles were analyzed, of which 13 were 

systematic reviews without any quantitative component and 58 were meta-analyses. 

The 58 eligible meta-analyses (288,296–322,182,323–351), included data on 130 

comparisons in seven broad areas (biomarkers [n=27 comparisons], environmental 

factors [n=6 comparisons], genetic markers [n=66 comparisons], diseases and 

disorders [n=8 comparisons], supplementation [n=1 comparisons], infections [n=3] 

and other risk factors [n=19 comparisons]).  

 

The characteristics of the included meta-analyses are shown in Table 4.1. Based on the 

study design of the synthesized studies that examined non-genetic associations, we had 

7 (20%) meta-analyses synthesizing retrospective case-control data only, 3 (9%) meta-

analyses that included prospective data (cohort studies) and 25 (71%) of studies 

including both types of data, noted as mixed. Regarding the genetic association studies, 

15 (65%) meta-analyses synthesized case-control data, 7 (30%) of studies used both 

types of data (case-control and cohort data), and 1 (4%) meta-analysis that included 

only cohorts.  
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There were 3 to 51 studies per meta-analysis, with a median of eight studies. The 

median number of case and control subjects in each study was 96 and 161, 

respectively. The median number of case and control subjects in each meta-analysis 

was 1123 and 3598, respectively. The number of cases was greater than 1000 in 70 

meta-analyses. Overall, 441 (30%) individual studies observed nominally statistically 

significant results. Twenty-one (36%) meta-analyses used the Newcastle–Ottawa 

Scale to assess qualitatively the included primary studies. Two articles used 

assessment criteria for non-randomized observational studies adapted from Duckitt & 

Harrington, two articles used the Methodological Index for Non-Randomized Studies 

(MINORS) and nine articles used other assessment tools. Twenty-four papers (42%) 

did not perform any quality assessment. Supplementary Table 4.5 summarizes these 

130 meta-analyses that included 1466 individual study estimates.  
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Figure 4.1. Flowchart of the included studies 
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Table 4.1. Quantitative synthesis and assessment of bias across the 130 associations of genetic and non-genetic risk factors and preeclampsia 

 
                  

Area Author, year Comparison Study design Studies Cases/controls Random effects* Largest effect‡ P Random Egger§ I2 (P)|| 95% PI ≠  

Biomarker Fan Y, 2016 Copper level Retrospective 12 442/463 1.86 (0.41-8.51) 1.22 (0.64-2.34) .4217606 0.26 97 (<0.01) 0.00-835.6  

Biomarker Song QY, 2015 Serum iron level Mixed 23 1023/889 9.97 (4.00-24.9) 38.02 (17.6-82.1) 8.22 x 10-7 <0.01 96 (<0.01) 0.09-1101  

Biomarker Cohen MJ, 2015 Serum Vitamin E Mixed 34 1578/1820 0.46 (0.27-0.79) 1.11 (0.61-2.04) .46495506 <0.01 93 (<0.01) 0.02-10.3  

Biomarker Cohen MJ, 2015 Serum Vitamin C Mixed 29 1362/1415 0.37 (0.22-0.61) 0.65 (0.48-0.87) 1.170 x 10-4 0.08 91 (<0.01) 0.02-5.69  

Biomarker Liu HQ, 2015 β-hCG Retrospective 12 702/8233 88.7 (4.31-1824) NA 3.655 x 10-3 0.75 100 (<0.01) NA  

Biomarker Ma Y, 2015 Serum zinc level Retrospective 14 541/550 0.35 (0.17-0.68) 0.10 (0.05-0.21) 2.230 x 10-3 0.63 88 (<0.01) 0.02-5.43  

Biomarker Allen RE, 2014 PAPP-A Mixed 9 1147/52208 2.05 (1.62-2.59) 1.52 (1.16-2.00) 2.53 x 10-9 0.04 45 (0.07) 1.13-3.71  

Biomarker Allen RE, 2014 PLGF Mixed 4 147/840 1.94 (0.81-4.66) 1.57 (0.81-3.05) .13891351 0.08 83 (<0.01) 0.04-105  

Biomarker Allen RE, 2014 PP13 Mixed 4 210/3851 4.43 (2.86-6.85) 3.32 (1.77-6.22) 2.832 x 10-11 0.48 49 (0.11) 0.85-23  

Biomarker Allen RE, 2014 betaHCG Mixed 4 654/11669 1.09 (0.86-1.39) 1.58 (0.64-3.90) .47136751 0.04 0 (0.45) 0.64-1.85  

Biomarker Allen RE, 2014 Inhibin A Mixed 3 63/1152 3.57 (1.68-7.61) 8.94 (2.31-34.5) 9.516 x 10-4 0.78 21 (0.28) 0.01-2184  

Biomarker Yang Y, 2014 IL-18 Mixed 10 351/421 1.13 (0.49-2.60) 1.02 (0.53-1.95) .78202462 0.75 89 (<0.01) 0.05-24.3  

Biomarker Yang Y, 2014 IFN-γ Mixed 12 567/701 5.42 (1.14-25.7) 45.6 (30.6-67.9) .03330384 0.55 97 (<0.01) 0.01-2713  

Biomarker Lashley EE, 2013 HLA antibodies Retrospective 3 64/273 0.93 (0.09-9.77) 1.40 (0.58-3.39) .94851452 0.82 66 (0.05) 0-2.65  

Biomarker Dai B, 2013 Serum concentration of NO Retrospective 9 297/303 0.17 (0.04-0.81) 2.56 (1.41-4.66) .02535206 0.14 95 (<0.01) 0.00-50.9  

Biomarker Wei SQ, 2013 25 (OH) D <50 mmol/l Mixed 6 209/1799 2.11 (1.52-2.94) 1.40 (0.69-2.85) 8.658 x 10-6 0.66 0 (0.49) 1.32-3.37  

Biomarker Wei SQ, 2013 25 (OH) D <75 mmol/l Mixed 5 177/1134 1.72 (1.11-2.69) 1.39 (0.27-7.24) .01610334 0.48 27 (0.24) 0.57-5.21  

Biomarker Kleinrouweler CE 2012 PIGF Mixed 26 787/3638 0.36 (0.25-0.54) 0.64 (0.33-1.23) 3.207 x 10-7 0.01 84 (<0.01) 0.06-2.4  

Biomarker Kleinrouweler CE 2012 VEGF Mixed 4 80/185 0.10 (0.01-1.53) 0.22 (0.08-0.57) .09872404 0.19 96 (<0.01) 0-42370  

Biomarker Kleinrouweler CE 2012 sFlt-1 Mixed 32 1111/4119 2.38 (1.47-3.86) 1.24 (0.65-2.38) 4.517 x 10-4 0.12 93 (<0.01) 0.15-37  

Biomarker Kleinrouweler CE 2012 sENG Mixed 19 739/2402 2.66 (1.53-4.63) 1.20 (0.62-2.30) 5.063 x 10-4 0.54 91 (<0.01) 0.22-32.3  

Biomarker Hausvater A, 2012 Arterial stiffness Mixed 9 212/633 18.6 (3.72-93.0) NA 3.697 x 10-4 0.26 93 (<0.01) 0.05-6658  

Biomarker do Prado AD, 2010 Anticardiolipin antibodies Mixed 12 1636/5111 2.85 (1.37-5.95) 1.88 (1.23-2.85) 5.208 x 10-3 0.36 69 (<0.01) 0.29-28.1  

Biomarker Clark P, 2008 AB blood group Mixed 13 5710/49069 1.02 (0.86-1.22) 0.82 (0.45-1.50) .81449562 0.46 18 (0.26) 0.72-1.45  

Biomarker Clark P, 2008 A blood group Mixed 14 5047/44743 0.96 (0.85-1.07) 1.00 (0.81-1.24) .43608716 0.82 57 (<0.01) 0.68-1.35  

Biomarker Clark P, 2008 B blood group Mixed 12 5324/48911 1.05 (0.94-1.18) 1.01 (0.72-1.42) .40009776 0.71 23 (0.21) 0.82-1.35  

Biomarker Clark P, 2008 O blood group Mixed 18 5945/54609 1.01 (0.91-1.12) 0.98 (0.80-1.21) .85278952 0.52 49 (0.01) 0.73-1.39  
             

Environmental Hu H, 2014 NO2 Mixed 5 3629/117497 1.10 (1.03-1.17) 1.06 (0.96-1.17) 4.565 x 10-3 0.12 0 (0.73) 0.99-1.21  

Environmental Pedersen M, 2014 Air pollution Mixed 4 4905/165789 1.05 (0.99-1.13) 1.13 (1.07-1.19) .14465134 0.19 65 (0.03) 0.79-1.40  

Environmental Pedersen M, 2014 NOx Mixed 3 1385/48725 1.03 (0.91-1.17) 1.00 (0.87-1.15) .63256347 0.08 0 (0.54) 0.46-2.28  

Environmental Pedersen M, 2014 PM10 Mixed 4 4656/201197 0.95 (0.86-1.05) 0.83 (0.77-0.89) .31586644 0.73 83 (<0.01) 0.60-1.50  

Environmental Pedersen M, 2014 CO Mixed 3 3583/112308 1.10 (0.99-1.22) 1.18 (1.03-1.35) .09113282 0.94 24 (0.27) 0.44-2.76  

Environmental Pedersen M, 2014 O3 Mixed 4 4943/164360 1.03 (1.00-1.06) 1.10 (0.94-1.30) 9.954 x 10-3 0.07 0 (0.85) 0.98-1.09  
             

Genetic markers Zeng F, 2016 G894T Retrospective 26 3241/6419 1.45 (1.09-1.94) 1.37 (0.92-2.04) .01179173 0.65 41 (0.02) 0.55-3.86  

Genetic markers Zeng F, 2016 T-786C Retrospective 15 2268/3100 1.25 (0.94-1.68) 2.57 (1.27-5.19) .1302688 0.14 46 (0.02) 0.52-3.00  

Genetic markers Zhang G, 2016 rs4762 in AGT gene Retrospective 3 790/2492 0.95 (0.66-1.38) 1.07 (0.62-1.84) .78438216 0.20 26 (0.26) 0.04-23.9  

Genetic markers Zhang G, 2016 rs18001133 in MTHFR Retrospective 49 13356/23082 1.17 (1.05-1.31) 1.26 (1.04-1.53) 5.889 x 10-3 0.32 75 (<0.01) 0.60-2.29  

Genetic markers Zhang G, 2016 rs6025 in F5 gene Retrospective 28 8210/9834 1.53 (1.06-2.21) 1.73 (0.78-3.83) .02393371 0.61 74 (<0.01) 0.28-8.41  

Genetic markers Zhang G, 2016 rs1800896 in IL-10 gene Retrospective 9 3020/3786 0.91 (0.75-1.11) 1.15 (0.98-1.35) .36360487 0.04 70 (<0.01) 0.50-1.68  

Genetic markers Zhang G, 2016 rs1800871 in IL-10 gene Retrospective 4 978/2074 0.79 (0.59-1.07) 0.84 (0.63-1.11) .12511238 0.87 65 (0.04) 0.23-2.75  

Genetic markers Zhang G, 2016 rs1137101 in LEPR gene Retrospective 28 8210/9834 1.53 (1.06-2.21) 1.73 (0.78-3.83) .02393371 0.61 74 (<0.01) 0.28-8.41  
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Genetic markers Zhang G, 2016 rs18001131 in MTHFR gene Retrospective 9 2780/3636 1.15 (0.93-1.40) 0.91 (0.64-1.29) .1917049 0.21 59 (0.01) 0.63-2.07  

Genetic markers Li Y, 2015 A1675G of AT2R Retrospective 5 972/3072 1.58 (1.05-2.37) 1.25 (0.82-1.90) .02686257 0.47 50 (0.09) 0.47-5.35  

Genetic markers Yang W, 2014 IL-10 -1082 A/G Mixed 11 1741/3560 0.93 (0.77-1.13) 1.38 (0.62-3.09) .48667154 0.30 63 (<0.01) 0.51-1.70  

Genetic markers Yang W, 2014 IL-10 -819 C/T Mixed 5 729/1146 1.28 (1.03-1.59) 1.19 (0.88-1.62) .02483578 0.86 41 (0.15) 0.70-2.35  

Genetic markers Yang W, 2014 IL-10 -592 C/A Mixed 3 459/926 1.28 (1.03-1.59) 1.55 (1.04-2.30) .02641458 0.39 0 (0.46) 0.31-5.26  

Genetic markers Wang X, 2014 G20210A SNP Mixed 16 2296 /3262 1.79 (1.23-2.61) 1.84 (0.51-6.57) 2.545 x 10-3 0.96 0 (0.92) 1.18-2.71  

Genetic markers Wang X, 2014 V G1691A SNP Mixed 23 3131/4036 1.60 (1.25-2.06) 1.74 (0.78-3.89) 2.435 x 10-4 <0.01 15 (0.25) 0.91-2.82  

Genetic markers Li X, 2014 MTHFR C677T Mixed 47 6238/11771 1.12 (1.04-1.22) 1.28 (0.98-1.66) 5.188 x 10-3 0.16 14 (0.21) 0.90-1.41  

Genetic markers Li X, 2014 TGF-β 1 869 T >C Mixed 4 466/618 0.70 (0.57-0.86) 0.64 (0.39-1.03) 6.052 x 10-4 0.93 0 (0.84) 0.45-1.09  

Genetic markers Gong LL, 2014 MMP9-1562C>T Mixed 5 712/766 0.93 (0.61-1.42) 0.82 (0.53-1.27) .7431311 0.34 72 (<0.01) 0.22-3.97  

Genetic markers Buurma AJ, 2013 AGT rs4762 Retrospective 5 497/1395 1.24 (0.67-2.30) 1.07 (0.62-1.84) .4899227 0.31 80 (<0.01) 0.13-11.49  

Genetic markers Buurma AJ, 2013 APOE rs429358, rs7412 Retrospective 7 554/712 0.86 (0.65-1.13) 0.96 (0.60-1.55) .27662924 0.04 4 (0.40) 0.57-1.29  

Genetic markers Buurma AJ, 2013 AT1R rs5186 Retrospective 9 886/1230 1.12 (0.95-1.33) 0.96 (0.69-1.34) .18747175 0.33 0 0.78) 0.91-1.37  

Genetic markers Buurma AJ, 2013 CTLA4 rs231775 Retrospective 4 353/536 1.25 (1.01-1.56) 1.14 (0.80-1.61) .04341501 0.82 1 (0.32) 0.68-2.29  

Genetic markers Buurma AJ, 2013 LPL rs1800590 Retrospective 3 395/579 2.27 (0.63-8.21) 0.81 (0.36-1.80) .21122561 0.12 71 (0.03) 0-5626855  

Genetic markers Buurma AJ, 2013 LPL rs268 Retrospective 4 530/933 2.43 (1.26-4.68) 1.34 (0.51-3.50) 8.119 x 10-3 0.66 20 (0.29) 0.35-17.1  

Genetic markers Buurma AJ, 2013 NOS3 27 bp-VNTR in intron 4 Retrospective 14 1593/2239 1.14 (0.90-1.43) 0.96 (0.71-1.30) .2710968 0.03 63 (<0.01) 0.53-2.47  

Genetic markers Buurma AJ, 2013 NOS3 rs2070744 Retrospective 11 1571/2202 1.08 (0.95-1.23) 1.21 (0.96-1.52) .25571731 0.10 28 (0.18) 0.80-1.46  

Genetic markers Buurma AJ, 2013 NOS3 rs1799983 Retrospective 24 2825/4048 1.19 (1.00-1.42) 1.79 (1.37-2.34) .05650903 0.55 68 (<0.01) 0.56-2.52  

Genetic markers Buurma AJ, 2013 TLR4 rs4986790 Retrospective 4 723/614 1.07 (0.48-2.39) 3.03 (1.36-6.72) .87139332 0.92 78 (<0.01) 0.03-38.2  

Genetic markers Buurma AJ, 2013 TLR4 rs4986791 Retrospective 3 614/461 1.20 (0.45-3.17) 2.92 (1.31-6.49) .71483564 0.59 79 (<0.01) 0-123082  

Genetic markers Buurma AJ, 2013 TNF-alpha rs1800629 Retrospective 12 1592/1837 1.17 (0.91-1.49) 1.61 (1.17-2.22) .21952434 0.48 54 (0.01) 0.56-2.41  

Genetic markers Buurma AJ, 2013 TNF-alpha rs1799724 Retrospective 3 390/385 0.66 (0.34-1.30) 1.18 (0.84-1.66) .23144996 0.51 84 (<0.01) 0-2313  

Genetic markers Buurma AJ, 2013 VEGF rs3025039 Retrospective 3 377/514 1.36 (0.64-2.90) 0.73 (0.51-1.03) .42048284 0.69 87(<0.01) 0-13603  

Genetic markers Cheng D, 2013 VEGF +936 C/T Retrospective 8 805/1033 1.52 (1.09-2.12) 0.73 (0.51-1.03) .0144147 0.58 69 (<0.01) 0.54-4.23  

Genetic markers Song GG, 2013 VEGF - 634 C/G  Retrospective 6 408/479 1.35 (1.09-1.67) 2.04 (1.33-3.13) 6.668 x 10-3 0.86 12 (0.34) 0.90-2.01  

Genetic markers Song GG, 2013 VEGF -2578 A/ C Retrospective 8 617/672 0.93 (0.78-1.10) 1.05 (0.78-1.41) .39203909 0.99 13 (0.33) 0.68-1.26  

Genetic markers Song GG, 2013 VEGF -1154 A/G Retrospective 3 159/161 1.14 (0.83-1.56) 1.06 (0.69-1.64) .41612914 0.45 0 (0.89) 0.15-8.86  

Genetic markers Morgan JA, 2013 PAI-1 (4G/4G) Mixed 12 1511/ 3492 1.28 (1.09-1.50) 1.19 (0.77-1.84) 2.646 x 10-3 0.56 0 (0.63) 1.07-1.53  

Genetic markers Dai B, 2013 eNOS 4 b/a Retrospective 10 1374/1376 1.43 (0.87-2.37) 1.77 (0.80-3.92) .16052581 0.37 30 (0.17) 0.45-4.55  

Genetic markers Zhao L, 2013 SERPINE1 -675 4G/5G Retrospective 11 1297/1791 1.37 (1.10-1.71) 1.66 (1.10-2.51) 5.112 x 10-3 0.42 20 (0.25) 0.88-2.15  

Genetic markers Staines-Urias E, 2012 F5 rs6025 Mixed 41 4499/15188 1.74 (1.50-2.02) 1.67 (0.61-4.61) 2.902 x 10-13 0.56 0 (0.53) 1.49-2.03  

Genetic markers Staines-Urias E, 2012 F2 rs1799963 Mixed 30 3546/11712 1.72 (1.40-2.12) 1.45 (0.67-3.14) 3.211 x 10-7 0.03 0 (0.55) 1.38-2.14  

Genetic markers Staines-Urias E, 2012 ACE rs4646994 Mixed 30 3101/5134 1.17 (1.03-1.34) 1.03 (0.86-1.22) .01714227 0.06 68 (<0.01) 0.65-2.13  

Genetic markers Staines-Urias E, 2012 AGT rs699 Mixed 27 2329/4896 1.26 (1.05-1.51) 1.31 (0.70-2.45) .0110987 0.32 70 (<0.01) 0.57-2.79  

Genetic markers Staines-Urias E, 2012 MTHFR rs1801133 Mixed 51 5160/10151 1.06 (0.99-1.15) 1.21 (0.68-2.13) .10516551 0.03 38 (<0.01) 0.79-1.49  

Genetic markers Staines-Urias E, 2012 SERPINE1 rs1799889 Mixed 12 1194/1757 0.89 (0.77-1.04) 0.90 (0.64-1.27) .13240358 0.42 40 (0.76) 0.59-1.33  

Genetic markers Staines-Urias E, 2012 EPHX1 rs1051740 Mixed 4 562/462 0.85 (0.72-1.00) 0.94 (0.72-1.23) .06194903 0.87 0 (0.51) 0.59-1.24  

Genetic markers Staines-Urias E, 2012 EPHX1 rs2234922 Mixed 3 425/427 1.28 (0.83-1.96) 1.87 (1.23-2.83) .26470006 0.26 60 (0.08) 0.01-134  

Genetic markers Staines-Urias E, 2012 PPARG rs1801282 Mixed 3 390/449 0.80 (0.57-1.12) 0.81 (0.43-1.51) .19441149 0.07 0 (0.90) 0.09-7.35  

Genetic markers Staines-Urias E, 2012 THBD C1418T Mixed 3 260/268 0.71 (0.49-1.03) 0.78 (0.52-1.15) .07266551 0.30 0 (0.50) 0.07-7.73  

Genetic markers Staines-Urias E, 2012 IL-6 rs1800795 Mixed 3 248/1575 0.91 (0.70-1.19) 0.91 (0.42-1.94) .49809512 0.76 0 (0.90) 0.16-5.13  

Genetic markers Staines-Urias E, 2012 VEGFA rs699947 Mixed 3 225/269 0.88 (0.69-1.14) 0.92 (0.61-1.38) .3352699 0.69 0 (0.90) 0.17-4.52  

Genetic markers Staines-Urias E, 2012 HLA-G -14 bp Mixed 3 219/334 1.42 (0.68-2.98) 0.97 (0.68-1.38) .35665444 0.90 85 (<0.01) 0-11540  

Genetic markers Staines-Urias E, 2012 LEP rs7799039 Mixed 3 198/326 1.51 (0.92-2.49) 1.20 (0.85-1.71) .10567967 0.43 68 (0.05) 0.01-412  

Genetic markers Staines-Urias E, 2012 LEP TTTC Mixed 3 141/227 0.86 (0.53-1.38) 1.01 (0.68-1.51) .53082544 0.42 56 (0.10) 0.01-135  

Genetic markers Lin R, 2012 AGT M235T Retrospective 29 5053/11578 1.61 (1.21-2.14) 1.40 (0.32-6.06) 9.986 x 10-4 0.47 45 (<0.01) 0.57-4.52  

Genetic markers Lin R, 2012 AGT T174M Retrospective 6 1362/4159 1.09 (0.76-1.57) 0.97 (0.54-1.74) .63402843 0.35 48 (0.09) 0.40-2.95  
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Genetic markers Zhao L, 2012 AGTR1 +1166A>C Retrospective 10 845/1150 1.19 (0.96-1.47) 1.15 (0.67-1.99) .11145683 0.42 27 (0.20) 0.74-1.91  

Genetic markers Zhong WG, 2012 ACE D/I Retrospective 11 1600/1898 1.93 (1.19-3.12) 0.87 (0.59-1.28) 7.830 x 10-3 0.26 91 (<0.01) 0.31-12.1  

Genetic markers Shaik AP, 2011 ACE (II genotype) Retrospective 16 1620/2158 0.99 (0.70-1.40) 0.94 (0.57-1.54) .93826151 0.79 73 (<0.01) 0.27-3.56  

Genetic markers Xie C, 2011 TNF-α 308 G/A Retrospective 18 1888/2497 0.98 (0.76-1.25) 0.56 (0.36-0.87) .85141826 0.56 52 (<0.01) 0.43-2.21  

Genetic markers Xie C, 2011 IL-6 -174 G/C Retrospective 4 396/507 1.23 (0.93-1.61) 1.44 (0.89-2.33) .14226516 0.44 0 (0.81) 0.67-2.24  

Genetic markers Rodger MA, 2010 FVL Retrospective 9 1060/20773 1.26 (0.91-1.74) 1.27 (0.51-3.14) .16965123 0.27 0 (0.99) 0.85-1.86  

Genetic markers Rodger MA, 2010 PGM Prospective 6 549/13705 1.27 (0.80-2.03) 1.03 (0.41-2.56) .31766677 0.30 0 (0.99) 0.65-2.46  

Genetic markers Medica I, 2007 AGT/T704C (Met235Thr) Retrospective 15 1146/2276 1.66 (1.20-2.29) 0.29 (0.03-2.58) 2.242 x 10-3 0.77 6 (0.38) 1.00-2.73  

Genetic markers Serrano NC, 2006 ACE-I/D Mixed 22 2596/3828 1.23 (1.04-1.45) 0.90 (0.73-1.11) .01737599 0.01 57 (<0.01) 0.66-2.26  

Genetic markers Lin J, 2005 FLV (1691 G-A) Retrospective 11 1135/1471 2.25 (1.28-3.94) 2.21 (1.06-4.59) 4.609 x 10-3 0.43 57 (<0.01) 0.42-12.2  

             

Diseases/disorders Saccone G, 2015 Celiac disease Mixed 5 14618/507559 2.05 (0.89-4.74) 1.19 (0.79-1.78) .09218346 0.66 90 (<0.01) 0.11-40.1  

Diseases/disorders Zhang JJ, 2015 Chronic kidney disease Mixed 9 14993/504700 10.4 (6.28-17.1) 22.3 (15.6-31.9) 5.179 x 10-20 0.71 77 (<0.01) 2.12-50.7  

Diseases/disorders Hu R, 2015 Depression Mixed 5 1104/2874 1.66 (1.29-2.13) 1.12 (0.64-1.96) 6.521 x 10-5 0.34 16 (0.32) 0.96-2.86  

Diseases/disorders Qin JZ, 2013 Polycystic ovary syndrome Mixed 15 1866/1194098 3.26 (2.06-5.16) 2.04 (1.78-2.34) 4.327 x 10-7 <0.01 41 (0.05) 1.02-10.43  

Diseases/disorders Zhang S, 2013 Mental stress Mixed 12 16705/649188 1.49 (1.27-1.74) 1.14 (1.05-1.24) 5.169 x 10-7 0.02 68 (<0.01) 0.97-2.29  

Diseases/disorders Zhang S, 2013 Work stress Mixed 4 496/8246 1.50 (1.15-1.97) 1.51 (0.99-2.31) 3.197 x 10-3 0.98 0 (0.75) 0.83-2.72  

Diseases/disorders Zhang S, 2013 Depression and anxiety Mixed 5 753/7489 1.88 (1.08-3.25) 0.93 (0.55-1.59) .0250717 0.44 73 (<0.01) 0.28-12.65  

Diseases/disorders Grigoriadis S, 2013 Maternal depression Prospective 4 227/8843 1.35 (0.95-1.92) 1.24 (0.77-2.00) .08895785 0.46 7 (0.36) 0.56-3.26  

             

Supplementation Schoenaker DA, 2014 Calcium intake Mixed 3 387/1100 0.88 (0.60-1.29) 0.89 (0.53-1.52) .51002502 0.87 0 (0.99) 0.07-10.82  

             

Infections Huang QT, 2016 Chronic hepatitis B infection Retrospective 11 14298/423216 0.79 (0.63-1.00) 1.13 (0.78-1.63) .04574222 0.90 20 (0.25) 0.51-1.25  

Infections Sgolastra F, 2013 Periodontal disease Mixed 15 1040/3983 2.17 (1.38-3.41) 2.05 (1.47-2.86) 8.433 x 10-4 0.50 78 (<0.01) 0.42-11.29  

Infections Rustveld LO, 2008 Bacterial & viral infections Mixed 21 2390/11556 2.08 (1.63-2.66) 1.78 (1.18-2.67) 4.143 x 10-9 0.65 56 (<0.01) 0.92-4.72  

             

Other Xu Y, 2016 Isolated single umbilical artery Mixed 3 783/64443 0.82 (0.56-1.21) 0.84 (0.56-1.26) .32120883 0.50 0 (0.85) 0.07-9.96  

Other Basaran A, 2016 CVS vs no invasive Mixed 6 1189/46410 0.83 (0.42-1.66) 0.83 (0.61-1.13) .60295188 0.29 92 (<0.01) 0.07-9.29  

Other Basaran A, 2016 CVS vs no invasive & amniocentesis  Mixed 7 1320/56266 1.00 (0.46-2.17) 0.83 (0.61-1.13) .99506932 0.49 96 (<0.01) 0.06-16  

Other Wei J, 2015 Cigarette smoking Prospective 17 62089/1784382 0.67 (0.60-0.75) 0.87 (0.83-0.91) 2.122 x 10-12 0.36 92 (<0.01) 0.43-1.05  

Other Masoudian P, 2015 Oocyte donation vs ART Retrospective 13 1499/25299 2.54 (1.98-3.24) 3.15 (2.27-4.37) 1.095 x 10-13 0.90 14 (0.31) 1.61-4.00  

Other Masoudian P, 2015 Oocyte donation vs NC Retrospective 4 2712/54816 4.33 (3.11-6.03) 3.35 (2.42-4.63) 3.477 x 10-18 0.26 26 (0.26) 1.52-12.4  

Other Aune D, 2014 Pre-pregnancy PA high vs low activity Mixed 5 621/9696 0.65 (0.45-0.94) 0.60 (0.30-1.20) .02352111 0.63 0 (0.91) 0.36-1.19  

Other Aune D, 2014 Pre-pregnancy PA per 1hr per day Mixed 3 479/6002 0.73 (0.53-0.99) 0.36 (0.07-1.88) .04374593 0.09 0 (0.69) 0.10-5.42  

Other Aune D, 2014 Early pregnancy PA high vs low activity Mixed 11 5702/162900 0.79 (0.70-0.91) 1.03 (0.74-1.44) 6.099 x 10-4 0.90 0 (0.55) 0.68-0.92  

Other Aune D, 2014 Early pregnancy PA per 20 MET hrs/week Mixed 3 2576/85388 0.86 (0.70-1.07) 0.98 (0.89-1.09) .16690052 0.30 68 (0.04) 0.07-9.95  

Other Aune D, 2014 Early pregnancy PA per 1hr per day Mixed 7 5293/151083 0.83 (0.73-0.95) 0.95 (0.80-1.14) 6.473 x 10-3 0.66 20 (0.28) 0.63-1.09  

Other Aune D, 2014 Early pregnancy walking Mixed 4 535/9674 0.68 (0.51-0.89) 1.00 (0.43-2.33) 5.549 x 10-3 0.09 0 (0.75) 0.37-1.24  

Other Aune D, 2014 Early pregnancy occupational PA Mixed 6 620/18119 0.82 (0.66-1.03) 0.75 (0.52-1.07) .08838791 0.78 0 (0.68) 0.60-1.13  

Other González CM, 2014 Donor insemination Mixed 7 2342/8556 1.57 (1.01-2.42) 1.69 (1.38-2.08) .04326553 0.82 49 (0.07) 0.52-4.70  

Other Wang Z, 2013 Obese vs normal weight (adjusted) Prospective 10 34340/1685991 2.93 (2.58-3.33) 3.64 (2.54-5.21) 0 0.11 67 (<0.01) 2.07-4.15  

Other Wang Z, 2013 Severe obese vs normal weight women Prospective 6 19976/877162 3.12 (2.24-4.37) 2.53 (2.32-2.76) 2.581 x 10-11 0.60 97 (<0.01) 0.96-10.2  

Other Kasawara KT, 2012 Physical activity (case-control) Mixed 6 923/8481 0.77 (0.53-1.11) 1.16 (0.72-1.86) .15938804 0.93 76 (<0.01) 0.23-2.60  

Other Kasawara KT, 2012 Physical activity (cohort studies) Mixed 10 5547/178680 0.94 (0.83-1.07) 1.10 (1.01-1.19) .33829233 0.17 60 (<0.01) 0.67-1.32  

Other Luo ZC, 2007 Primiparity Mixed 23 54462/1966490 2.42 (2.16-2.71) 2.27 (2.22-2.32) 0 0.58 92 (0) 1.47-3.97  

                  
Abbreviations: Random effects, summary odds ratio (95% CI) using random effects model; Largest effect, odds ratio (95% CI) of the largest study in the meta-analysis; Egger, p-value from Egger's regression asymmetry test for evaluation of publication bias; P, p-

value; β-hCG, Human chorionic gonadotropin; PAPP-A, pregnancy-associated plasma protein A; PLGF, Placental growth factor; PP13, Placental Protein 13; sFlt-1, Soluble fms-like tyrosine kinase-1; HLA, Human leukocyte antigen; PIGF, placental growth factor; 
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VEGF, vascular endothelial growth factor; sENG, soluble endoglin; NO2, Nitrogen dioxide; NOx, Mono-nitrogen oxides; PM10, Particulate matter 10 micrometers; CO, Carbon Monoxide; O3, Ozone; IL-6, Interleukin 6; LEPR, leptin receptor; IL-18, Interleukin-18; 

IFN-γ, Interferon gamma; AT2R, Angiotensin type 2 receptor; IL-10, Interleukin 10; SNP, Single-nucleotide polymorphisms; MTHFR, Methylene tetrahydrofolate reductase; MMP-9, Matrix metallopeptidase 9; PAI-1, Plasminogen activator inhibitor-1; AGT, 

Angiotensinogen; AGTR1, Angiotensin II Receptor Type 1; ACE, Angiotensin; eNOS, Endothelial nitric oxide synthase; TNF, Tumor necrosis factor; FVL, Factor V Leiden; PGM,  Prothrombin Gene Mutation; CVS, chorionic villus sampling;  ART, assisted 

reproductive technology; NC, natural conception; PA, physical activity; NP, not pertinent, because the estimated is larger than the observed, and there is no evidence of excess of statistical significance based on the assumption made for the plausible effect size. 

* Summary random effects odds ratio (95% CI) of each meta-analysis, except for two meta-analyses (Wei J 2015 and Aune D, 2014) where the RR was used.          
‡ Odds ratio (95% CI) of the largest study in each meta-analysis, except for two meta-analyses (Wei J 2015 and Aune D, 2014) where the RR was used.         
§ P-value from the Egger regression asymmetry test for evaluation of publication bias  
|| I2 metric of inconsistency and P-value of the Cochran Q test for evaluation of heterogeneity 

≠ 95% Prediction Interval             
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Systematic reviews with qualitative synthesis 

We have also summarized the evidence of the published systematic reviews without any 

quantitative component. According to their findings, serum calprotectin and cardiac troponin 

I levels were elevated in women with PE compared to healthy controls, where cell-free fetal 

DNA quantification has been shown to be a promising marker for PE prediction, especially 

for the development of early-onset or severe PE (352–354). PE was more prevalent in cold 

and humid seasons (355), whereas long inter-pregnancy intervals, possibly longer than 5 

years, are also independently associated with an increased risk of PE (356). Psychotropic 

drugs such as lithium for the management of antenatal psychiatric disorders have been also 

associated with PE (357). Pregnant women with systemic lupus erythematosus and Cushing’s 

syndrome are at higher risk of developing PE in contrast to healthy pregnancies (358,359). 

Laparoscopic adjustable gastric band (LAGB) surgery seems to improve pregnancy 

outcomes such as PE in obese women compared to pregnancies in obese women without 

LAGB (360,361). Limited evidence was found on whether shift work, HIV infection, or 

antiretroviral therapy and thrombophilic disorders are associated with an increased risk for 

PE (362–364). 

 

Summary effect sizes and significant findings 

Of the 130 meta-analyses, 65 (50%) had nominally statistically significant findings at P<0.05 

using the random effects model, of which 53 reported increased risks and 12 showed 

decreased risks of PE. Out of these, a total of 28 (22%) associations presented statistically 

significant effect at P<0.001, while only 16 (12%) survived after the application of a more 

stringent p-value threshold of P<10-6 (Table 4.1). The sixteen risk factors that presented a 
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significant effect at P<10-6 for an association with PE were; the serum iron level, PAPP-A, 

PP13, PlGF, F5 rs6025, F2 rs1799963, chronic kidney disease, polycystic ovary syndrome, 

mental stress, bacterial & viral infections, cigarette smoking, oocyte donation vs ART, oocyte 

donation vs normal conception, obese vs normal weight, severe obese vs normal weight and 

primiparity. Additional information on all 130 meta-analyses is available on Supplementary 

Table 4.5.  

 

Across the seven areas of risk factors there were differences in the proportion of associations 

that had nominally statistically significant summary effects. Based on the random effects 

calculations at P<0.05, 100%, 75%, 63% and 59% of the meta-analyses on infections, 

diseases and disorders, other risk factors and biomarkers respectively, found nominally 

statistically significant summary effects. On the contrary, this was seen only in 39% and 33% 

of the meta-analyses on genetic markers and environmental factors, respectively. 

 

Between-study heterogeneity and prediction intervals  

33 (25%) meta-analyses had large heterogeneity estimates (I2 ≥ 50% and I2 ≤ 75%) and 32 

(25%) meta-analyses had very large heterogeneity estimates (I2 > 75%) (Table 4.1). The 

highest proportion (56%) of I2 exceeding 75% was observed in meta-analyses of biomarkers. 

When we calculated the 95% prediction intervals, in only 14 (11%) meta-analyses the null 

value was excluded. This included two meta-analyses on biomarkers (PAPP-A and Vitamin 

D <50 mmol/l), five on genetic markers (G20210A SNP, PAI-1 4G/5G, F5 rs6025, F2 

rs1799963, AGT/T704C-Met235Thr), two on diseases and disorders (chronic kidney disease 

and polycystic ovary syndrome), and five on other risk factors (oocyte donation vs ART, 
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oocyte donation vs spontaneous conception, high vs low levels of physical activity in early 

pregnancy, obese vs normal weight and primiparity) (Table 4.1).  

 

Small-study effects 

Evidence for statistically significant small-study effects (Egger test P<0.10 and the random 

effects summary estimate was larger compared to the point estimate of the largest study in 

the meta-analysis) was identified in 10 of 130 (8%) meta-analyses (Supplementary Table 

4.5). These included two meta-analyses on biomarkers (PAPP-A, PlGF), one on 

environmental factors (NOx), four on genetic markers (NOS3 27 bp-VNTR in intron 4, F2 

rs1799963, ACE rs4646994, ACE-I/D), two on diseases and disorders category (polycystic 

ovary syndrome and mental stress) and one on other risk factors (Pre-pregnancy physical 

activity per 1hr per day).  

 

Test of excess statistical significance 

Twenty-six (20%) associations had hints for excess statistical significance bias with 

statistically significant (P<0.05) excess of positive studies under any of the three assumptions 

for the plausible effect size; the fixed effects summary, the random effects summary or the 

results of the largest study (Supplementary Table 4.5). Ten (38%) of them pertained to the 

biomarkers, nine (35%) pertained to genetic markers, three (12%) pertained to diseases and 

disorders, and four (15%) pertained to other risk factors. Also, the observed and expected 

number of positive studies shows that overall the excess of positive results was driven by 

meta-analyses with small estimates of heterogeneity (I2 ≤ 50%). Table 4.2 shows the results 

of excess of statistical significance bias according to category of risk factor.
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Table 4.2. Observed and expected number of positive studies by type of risk factor* 

 

Area 

 

No. of 

studies 

 

Observed 

positive 

Expected 

positive 

(fixed) † 

 

P‡ 
(fixed) 

Expected 

positive 

(random)§ 

P‡ 
(random) 

Expected 

positive 

(largest)‖ 

P‡ 

(largest) 

Expected 

positive 

(composite) ¶ 

P‡ 

(composite) 

All  1466 479 560.3 0.00 605.9 0.00 601.3 0.00 560.3 0.00 

Biomarkers  353 178 166 0.20 200 0.02 133 0.00 133 0.00 

Environmental  23 4 4.9 0.80 4.4 NP 10.5 0.01 4.4 NP 

Genetic markers 830 162 229.6 0.00 235.5 0.00 323.4 0.00 229.6 0.00 

Diseases & disorders  59 29 37.6 0.03 45 0.00 27.4 0.70 27.4 0.70 

Supplementation 3 0 0.32 NP 0.32 NP 0.3 NP 0.3 NP 

Infections 47 21 27.3 0.08 28.9 0.02 23 0.66 23 0.66 

Other 151 85 95 0.09 92.2 0.24 84 0.93 84 0.93 

 

* NP, not pertinent, because the estimated is larger than the observed, and there is no evidence of excess of statistical significance based on the assumption made for the plausible 

effect size. 
 

† Expected number of statistically significant studies using the summary fixed effects estimate of each meta-analysis as the plausible effect size. 

‡ P value of the excess of statistically significant test. All statistical tests were two-sided. 

§ Expected number of statistically significant studies using the summary random effects estimate of each meta-analysis as the plausible effect size. 
‖ Expected number of statistically significant studies using the effect of the largest study of each meta-analysis as the plausible effect size.  

¶ Expected number of statistically significant studies using the most conservative of the three estimates (fixed effects summary, random effects summary, largest study) of each 

meta-analysis as the plausible effect size. 
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Risk factors with strong evidence of association 

After applying our credibility criteria, only one non-genetic risk factor, oocyte 

donation vs spontaneous conception, presented convincing evidence for an association 

with PE, supported by more than 1000 cases, P<10-6 under the random effect model, 

no hints for small-study effects and for excess statistical significance, not large 

heterogeneity (I2<50%) and a 95% PI excluding the null value. This association had a 

summary OR of 4.33 (95% CI: 3.11-6.03; p=3.48 x 10-18) with small heterogeneity 

(I2=26%) and supported by 2712 cases. Eleven risk factors (serum iron level, PAPP-

A, chronic kidney disease, polycystic ovary syndrome, mental stress, bacterial & viral 

infections, cigarette smoking, oocyte donation vs ART, obese vs normal weight 

women, severe obese vs normal weight women and primiparity) presented highly 

suggestive evidence for PE. Five risk factors were supported by suggestive evidence, 

and 22 associations presented weak evidence. An overall assessment of statistically 

significant associations for PE is presented in Table 4.3.  

 

Assessment of the cumulative epidemiologic evidence for genetic associations was 

also conducted and evidence was scored as strong, moderate, or weak based on grades 

of ‘A’, ‘B’, or ‘C’, as specified by the Venice criteria. Of the 26 variants with 

significant associations with PE risk with P<0.05 using the random effects model, only 

the PAI-1 4G/5G polymorphism (recessive model) was supported by strong evidence 

for a contribution to the pathogenesis of PE (Table 4.4).  

 

Independent tool-based quality assessment of the primary studies 

We have also assessed the quality of the included studies of the meta-analysis of the 

non-genetic risk factor that presented convincing evidence for an association with PE 
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using the Newcastle Ottawa Scale (365), in addition to the MINORS scale that the 

authors used in the original assessment. The methodological quality ranged from 3 

points to 8 points maximally, with a median of 6 points, which implies a fair quality 

of the majority of studies. A quality assessment was also performed among the 

included studies of meta-analysis of the PAI-1 4G/5G polymorphism using the Q-

Genie tool (366). Among the reviewed studies, 8 (67%) studies were rated to have high 

quality (>45) and 4 (33%) were rated to have moderate quality (>35 and ≤45).  
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Table 4.3. Assessment across the statistically significant non-genetic associations for preeclampsia 
 

Level of evidence  Criteria 

Convincing 
>1000 cases, a P<10-6, not large heterogeneity (I2 <50%), 95% prediction interval excluding the null value, no evidence for small-study effects b 

and excess significance bias c 

Risk factors supported by 

convincing evidence Oocyte donation vs spontaneous conception 

Highly suggestive 
>1000 cases, a P<10-6 and nominally statistically significant effect present at the largest study 

Risk factors supported by 

highly suggestive evidence Serum iron level, PAPP-A, Chronic kidney disease, Polycystic ovary syndrome, Mental stress, Bacterial & viral infections, Cigarette smoking*, 

Oocyte donation vs ART, Obese vs normal weight women, Severe obese vs normal weight women, Primiparity 

Suggestive 

 
>1000 cases, a P<10-3 

Risk factors supported by 

suggestive evidence Serum Vitamin C*, sFLT1, Depression, Periodontal disease, Early pregnancy PA high vs low activity* 

Weak The rest associations with a P < 0.05 

Risk factors supported by 

weak evidence β-hCG, Serum zinc level*, PP13, Inhibin A, IFN-γ, Serum concentration of NO*, PlGF*, sENG, Arterial stiffness, Anticardiolipin antibodies, NO2, 

O3, Work stress, Depression and anxiety, 25 (OH) D <75 mmol/l, 25 (OH) D <50 mmol/l, Chronic hepatitis B infection*, Pre-pregnancy PA high 

vs low activity*, Pre-pregnancy PA per 1hr per day*, Early pregnancy PA per 1hr per day*, Early pregnancy walking*, Donor insemination 

Abbreviations: β-hCG, Human chorionic gonadotropin; PAPP-A, pregnancy-associated plasma protein A; IFN-γ, Interferon gamma; PP13, Placental Protein 13; sFlt-1, Soluble fms-like tyrosine 

kinase-1; PlGF, placental growth factor; sENG, soluble endoglin; NO2, Nitrogen dioxide; O3, Ozone; ART, assisted reproductive technology; PA, physical activity 
 

a P indicates the P-values of the meta-analysis random effects model. 
b Small study effect is based on the P-value from the Egger’s regression asymmetry test (P< 0.10). 
c Based on the P-value (P<0.05) of the excess significance test using the largest study (smallest standard error) in a meta-analysis as the plausible effect size. 
* Factors that show a protective effect against developing pre-eclampsia. 
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Table 4.4. Assessment of cumulative evidence on 26 significant (P<0.05) genetic associations with preeclampsia risk 

 

                   

Author, year Gene or variant  Comparison Studies Cases/controls 
Random 

effects* 
P Random Egger§ I2 (P)|| 

Excess 

statistical 

significance ≠ 

Venice 

Criteria† 

Cumulative 

Evidence of 

Association ¥ 

Zeng F, 2016 G894T TT vs GT + GG 26 3241/6419 1.45 (1.09-1.94) .0118 0.65 41 (0.02) No BAA ++ 

Zhang G, 2016 rs18001133 in MTHFR Carriers vs non-carriers 49 13356/23082 1.17 (1.05-1.31) 5.89 x 10-3 0.32 75 (<0.01) No AAB ++ 

Zhang G, 2016 rs6025 in F5 gene Carriers vs non-carriers 28 8210/9834 1.53 (1.06-2.21) .0239 0.61 74 (<0.01) No BAB ++ 

Zhang G, 2016 rs1137101 in LEPR Carriers vs non-carriers 28 8210/9834 1.53 (1.06-2.21) .0239 0.61 74 (<0.01) No BAB ++ 

Li Y, 2015 A1675G of AT2R GG vs AG + AA 5 972/3072 1.58 (1.05-2.37) .0269 0.47 50 (0.09) No BAB ++ 

Yang W, 2014 IL-10 -819 C/T C vs T 5 729/1146 1.28 (1.03-1.51) .0248 0.86 41 (0.15) No AAB ++ 

Yang W, 2014 IL-10 -592 C/A C vs A 3 459/926 1.28 (1.03-1.59) .0264 0.39 0 (0.46) No BAA ++ 
Wang X, 2014 G20210A SNP GG vs GA/AA 16 2296 /3262 1.79 (1.23-2.61) 2.55 x 10-3 0.96 0 (0.92) No AAB ++ 

Wang X, 2014 V G1691A SNP GG vs GA/AA 23 3131/4036 1.60 (1.25-2.06) 2.44 x 10-4 <0.01 15 (0.25) No AAB ++ 

Li X, 2014 MTHFR C677T CT + TT vs CC 47 6238/11771 1.12 (1.04-1.22) 5.19 x 10-3 0.16 14 (0.21) Yes AAB ++ 

Li X, 2014 TGF-β 1 869 T >C TT vs TC + CC 4 466/618 0.70 (0.57-0.86) 6.05 x 10-4 0.93 0 (0.84) No BAA ++ 

Buurma AJ, 2013 CTLA4 rs231775 Carriers vs non-carriers 4 353/536 1.25 (1.01-1.56) .0434 0.82 14 (0.32) No BAA ++ 

Buurma AJ, 2013 LPL rs268 Carriers vs non-carriers 4 530/933 2.43 (1.26-4.68) .0081 0.66 20 (0.29) No BAA ++ 

Cheng D, 2013 VEGF +936 C/T T vs C 8 805/1033 1.52 (1.09-2.12) .0144 0.58 69 (<0.01) No BAC + 

Song GG, 2013 VEGF - 634 C/G  C vs G 6 408/479 1.35 (1.09-1.67) 6.67 x 10-3 0.86 12 (0.34) No BAB ++ 
Morgan JA, 2013 PAI-1 4G/4G 12 1511/ 3492 1.28 (1.09-1.50) 2.65 x 10-3 0.56 0 (0.63) No AAA +++ 

Zhao L, 2013 SERPINE1 -675 4G/4G vs 4G/5G + 5G/5G 11 1297/1791 1.37 (1.10-1.71) 5.11 x 10-3 0.42 20 (0.25) No BAB ++ 

Staines-Urias E, 2012 F5 rs6025 Carriers vs non-carriers 41 4499/15188 1.74 (1.50-2.02) 2.90 x 10-13 0.56 0 (0.53) Yes AAB ++ 

Staines-Urias E, 2012 F2 rs1799963 Carriers vs non-carriers 30 3546/11712 1.72 (1.40-2.12) 3.21 x 10-7 0.03 0 (0.55) Yes BAB ++ 

Staines-Urias E, 2012 ACE rs4646994 Carriers vs non-carriers 30 3101/5134 1.17 (1.03-1.34) .0171 0.06 68 (<0.01) Yes AAC + 

Staines-Urias E, 2012 AGT rs699 Carriers vs non-carriers 27 2329/4896 1.26 (1.05-1.51) .0111 0.32 70 (<0.01) No AAB ++ 

Lin R, 2012 AGT M235T TT vs MM 29 5053/11578 1.61 (1.21-2.14) 9.99 x 10-4 0.47 45 (<0.01) Yes AAC + 
Zhong WG, 2012 ACE D/I D vs I 11 1600/1898 1.93 (1.19-3.12) 7.83 x 10-3 0.26 91 (<0.01) Yes AAC + 

Medica I, 2007 AGT/T704C (Met235Thr) CC + TT vs TT 15 1146/2276 1.66 (1.20-2.29) 2.24 x 10-3 0.77 6 (0.38) No BAB ++ 

Serrano NC, 2006 ACE-I/D Carriers vs non-carriers 22 2596/3828 1.23 (1.04-1.45) .0174 0.01 57 (<0.01) No AAC + 

Lin J, 2005 FLV (1691 G-A) Carriers vs non-carriers 11 1135/1471 2.25 (1.28-3.94) 4.61 x 10-3 0.43 57 (<0.01) No BAA ++ 

                 
Abbreviations: Random effects, summary odds ratio (95% CI) using random effects model; Largest effect, odds ratio (95% CI) of the largest study in the meta-analysis; Egger, p-value from Egger's regression asymmetry test for evaluation 

of publication bias; P, p-value; PIGF, placental growth factor; VEGF, vascular endothelial growth factor; IL-6, Interleukin 6; LEPR, leptin receptor; AT2R, Angiotensin type 2 receptor; IL-10, Interleukin 10; SNP, Single-nucleotide 

polymorphisms; MTHFR, Methylene tetrahydrofolate reductase; MMP-9, Matrix metallopeptidase 9; PAI-1, Plasminogen activator inhibitor-1; AGT, Angiotensinogen; AGTR1, Angiotensin II Receptor Type 1; ACE, Angiotensin; eNOS, 

Endothelial nitric oxide synthase; TNF, Tumor necrosis factor; FVL, Factor V Leiden; PGM,  Prothrombin Gene Mutation.  

* Summary random effects odds ratio (95% CI) of each meta-analysis.  

‡ Odds ratio (95% CI) of the largest study in each meta-analysis 

§ P-value from the Egger regression asymmetry test for evaluation of publication bias 

|| I2 metric of inconsistency and P-value of the Cochran Q test for evaluation of heterogeneity  

≠ Based on the P-value (P<0.05) of the excess significance test using the largest study (smallest standard error) in a meta-analysis as the plausible effect size. 
†Venice Criteria grades are in the order of amount of evidence, replication of the association and protection from bias 

¥ Cumulative epidemiological evidence as graded by the Venice criteria as strong (+++), moderate (++), or weak (+) for association with preeclampsia risk 
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4.5   Discussion 

Main Findings 

Overall, 130 associations have been studied as risk factors for PE, including 

biomarkers, genetic markers, environmental factors, supplementation, diseases and 

disorders, infections and other risk factors. Of those, oocyte donation vs spontaneous 

conception provided convincing evidence. PAI-1 4G/5G (recessive model) 

polymorphism had strong evidence for a contribution to the pathogenesis of PE, as 

specified by the Venice criteria. Eleven risk factors from various fields achieved highly 

suggestive evidence for an association with PE. 

 

Interpretation 

PE remains a disease of theories, as a large number of factors and a genetic component 

is likely to be involved, but none have been clearly established to date. From biological 

standpoint, oocyte donation can act as an independent risk factor for development of 

PE. During normal pregnancy, various immunosuppressive mechanisms maintain to 

diminished innate immune response in order to prevent fetal rejection as the fetal tissue 

is directly exposed to the maternal blood and hence, at risk of being attacked by 

components of both the innate and acquired immune system (367,368). A fetus 

conceived spontaneously is a semi-allograft, in which both maternal and paternal genes 

are expressed, whereas a fetus conceived through oocyte donation is an absolute 

allograft and this could lead to an altered or inadequate immune-protection of 

placentation and eventually resulting in PE (369–372). This theory is further supported 

from the fact that oocyte donation versus other assisted reproduction techniques had 

highly suggestive evidence of epidemiological credibility. Moreover, immune 

dysregulation may interpret the highly suggestive evidence in the risk of pre-eclampsia 
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among primiparous women because the first successful (non-preeclamptic) pregnancy 

may induce adaptive changes in favor to immune tolerance in subsequent pregnancies 

(351).  

 

The genetic architecture behind PE is complex (174). To date, most research in this 

field has been focused on candidate genes, primarily those for which a plausible role 

in the known underlying pathophysiology (175). Only three genome-wide association 

studies were identified that include several genetic loci associated with PE (193–195). 

One study, identified two loci (rs7579169 and rs12711941) near the Inhibin beta B 

gene that satisfied the genome-wide significance threshold (194), but the results could 

not be replicated in two cohorts from Norway and Finland. Subsequent case-control 

studies in European and Chinese women have shown a significant association between 

the SNP rs7579169 and PE (196,197). 

 

Eleven factors (serum iron level, PAPP-A, chronic kidney disease, polycystic ovary 

syndrome, mental stress, bacterial & viral infections, cigarette smoking, oocyte 

donation vs ART, obese/severe vs normal weight women, primiparity), achieved 

highly suggestive evidence for an association with PE. There are several mechanisms 

that support these findings. Regarding biomarkers, iron is considered a significant 

etiologic factor in the endothelial cell damage in PE cases because of its effects on the 

formation of oxygen free radicals and subsequent lipid peroxidation (373–375). 

Reduced PAPP-A, being an important regulator of insulin-like growth factor, can play 

a role in the development of PE in normal karyotype pregnancies (376).  
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Renal insufficiency, maternal hypertension, proteinuria, and recurrent urinary tract 

infection which are often coexist in women with chronic kidney disease, may 

contribute individually and cumulatively to PE (377–379). Insulin resistance and/or 

associated hyperglycemia that often exist in polycystic ovary syndrome (PCOS) and 

obese patients could be a possible explanation of a higher risk for PE, since it possibly 

directly predispose women to hypertension by increased renal sodium re-absorption 

and stimulation of the sympathetic nervous system and/or may impair endothelial 

function (380). Increased levels of androgens in PCOS pregnancies have also been 

associated with the development of PE (381). 

 

Cigarette smoking during pregnancy seems protective against developing PE. 

Experimental studies have demonstrated that carbon monoxide decrease the levels of 

antiangiogenic factors such as sFlt1 and soluble endoglin, or increase the levels of 

angiogenic factors like VEGF, (382) which are thought to be involved in the 

pathogenesis of PE (383–385). Infection may be important in the pathogenesis of PE, 

either through initiation by increasing the risk of acute uteroplacental atherosclerosis 

and/or its enhancement by magnifying the maternal systemic inflammatory response 

(386) or through direct effect on trophoblast cells by destruction or impairment of 

trophoblast cells, resulting in shallow invasion of maternal spiral arteries (387). 

 

Strengths and limitations 

Both Egger and excess of significance test offer hints of bias, not definitive proof 

thereof, while the Egger test is difficult to interpret when the between-study 

heterogeneity is large. The frequency of meta-analyses with small-study asymmetry 

effects was not high (8%), and this rate is commensurate with chance. Nevertheless, 
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our estimates are likely to be conservative as a negative test result does not exclude 

the potential for bias.  

 

The majority of the included studies for non-genetic associations were retrospective 

which is indicative of a higher potential for bias inherent in the included studies. 

However, by performing a standardized methodological process for the assessment of 

the epidemiological credibility of the findings using a variety of test we accomplish to 

incorporate all these biases together and provide a complete picture of the totality of 

evidence as it stands today. The interpretation of excess of statistical significance test 

for the results of a single meta-analysis, especially one with few studies, should be 

cautious because a negative test does not exclude the potential for bias (82). 

Furthermore, quality assessment of the primary studies was very heterogeneous, 

reflecting the lack of standardized quality assessment methodologies. 

 

4.6   Conclusion 

Oocyte donation vs spontaneous conception was supported by convincing evidence 

for an association with PE, and 11 risk factors achieved highly suggestive evidence for 

an association with PE. PAI-1 4G/5G (recessive model) polymorphism was supported 

by strong evidence for a contribution to the pathogenesis of PE. The use of 

standardized definitions and protocols for exposures, outcomes, and statistical 

analyses (388,389), the adoption of reporting guidelines (e.g. Strengthening the 

Reporting of Observational Studies in Epidemiology (STROBE) and STrengthening 

the REporting of Genetic Association Studies (STREGA)) (390,391) and registration 

of hypothesis-testing observational studies, (392,393) may help improve the evidence 
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in the future, diminish the threat of biases and improve the reliability of this important 

literature.  
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the manuscript and EE was involved in the revision of the manuscript. All authors 

(KG, EE, SP) approved the final version of the submitted manuscript. KG and SP are 

guarantors. 
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Chapter 4: Supplemental material 

Supplemental Table 4.5. Analytical description of the 130 selected meta-analyses with observed and expected number of "positive" study datasets 

                  

Area Author, year Comparison Studies Cases/controls Random effects* Fixed effects† Largest effect‡ Egger§ I
2
 (95% CI) (P)|| 95% PI ≠ O¶ E #  

P**
 

(fixed) E ¥  

P**
 

(random) E ȣ 

P** 

(largest) 

P** 
 
(largest) 

 

 

                    
Biomarker Fan Y, 2016 Copper level 12 442/463 1.86 (0.41-8.51) 3.53 (2.69-4.64) 1.22 (0.64-2.34) 0.26 97 (96-97) (<0.01) 0.00-835.6 9 9.7 0.71 3.7 0.00 0.9 0.00 0.00  
Biomarker Song QY, 2015 Serum iron level 23 1023/889 9.97 (4.00-24.9) 5.28 (4.36-6.38) 38.02 (17.6-82.1) <0.01 96 (95-96) (<0.01) 0.09-1101 20 22.6 0.05 23.8 NP 24 NP NP  

Biomarker Cohen MJ, 2015 Serum Vitamin E 34 1578/1820 0.46 (0.27-0.79) 0.76 (0.66-0.87) 1.11 (0.61-2.04) <0.01 93 (92-94) (<0.01) 0.02-10.3 20 3.8 0.00 15.1 0.12 2.0 0.00 0.00  

Biomarker Cohen MJ, 2015 Serum Vitamin C 29 1362/1415 0.37 (0.22-0.61) 0.52 (0.45-0.61) 0.65 (0.48-0.87) 0.08 91 (89-93) (<0.01) 0.02-5.69 19 9.8 0.00 17.7 0.71 5.6 0.00 0.00  
Biomarker Liu HQ, 2015 β-hCG 12 702/8233 88.7 (4.31-1824) 30.5 (25.8-35.9) NA 0.75 100 (NA) (<0.01) NA 7 12 NP 12 NP 12 NP NP  

Biomarker Ma Y, 2015 Serum zinc level 14 541/550 0.35 (0.17-0.68) 0.37 (0.29-0.46) 0.10 (0.05-0.21) 0.63 88 (83-92) (<0.01) 0.02-5.43 8 9 0.59 9.6 0.39 13.9 NP NP  

Biomarker Allen RE, 2014 PAPP-A 9 3340/52208 2.05 (1.62-2.59) 1.85 (1.60-2.15) 1.52 (1.16-2.00) 0.04 45 (0-73) (0.07) 1.13-3.71 7 7.5 0.66 7.9 0.31 6.3 0.73 0.73  
Biomarker Allen RE, 2014 PlGF 4 147/840 1.94 (0.81-4.66) 1.61 (1.13-2.30) 1.57 (0.81-3.05) 0.08 83 (38-92) (<0.01) 0.04-105 1 1.0 NP 1.8 0.63 1.0 NP NP  

Biomarker Allen RE, 2014 PP13 4 210/3851 4.43 (2.86-6.85) 4.33 (3.19-5.89) 3.32 (1.77-6.22) 0.48 49 (0-82) (0.11) 0.85-23 4 4.0 NP 4.0 NP 3.9 NP NP  

Biomarker Allen RE, 2014 β-hCG 4 654/11669 1.09 (0.86-1.39) 1.09 (0.86-1.39) 1.58 (0.64-3.90) 0.04 0 (0-68) (0.45) 0.64-1.85 0 0.5 NP 0.5 NP 3.6 NP NP  

Biomarker Allen RE, 2014 Inhibin A 3 63/1152 3.57 (1.68-7.61) 3.41 (1.84-6.30) 8.94 (2.31-34.5) 0.78 21 (0-78) (0.28) 0.01-2184 2 2.3 NP 2.3 0.55 2.8 0.16 0.16  
Biomarker Yang Y, 2014 IL-18 10 351/421 1.13 (0.49-2.60) 1.17 (0.89-1.53) 1.02 (0.53-1.95) 0.75 89 (82-92) (<0.01) 0.05-24.3 6 0.7 0.00 0.6 0.00 0.5 0.00 0.00  

Biomarker Yang Y, 2014 IFN-γ 12 567/701 5.42 (1.14-25.7) 4.82 (3.78-6.14) 45.6 (30.6-67.9) 0.55 97 (97-98) (<0.01) 0.01-2713 7 10 NP 10.5 NP 12 NP NP  

Biomarker Lashley EE, 2013 HLA antibodies 3 64/273 0.93 (0.09-9.77) 1.27 (0.56-2.89) 1.40 (0.58-3.39) 0.82 66 (0-82) (0.05) 0-2.65 0 0.2 NP 0.2 NP 0.3 NP NP  
Biomarker Dai B, 2013 Serum concentration of NO 9 297/303 0.17 (0.04-0.81) 0.32 (0.23-0.43) 2.56 (1.41-4.66) 0.14 95 (94-97) (<0.01) 0.00-50.9 9 6.1 0.04 8.2 NP 4.7 0.00 0.00  

Biomarker Wei SQ, 2013 25 (OH) D <50 mmol/l 6 209/1799 2.11 (1.52-2.94) 2.11 (1.52-2.94) 1.40 (0.69-2.85) 0.66 0 (0-61) (0.49) 1.32-3.37 3 3.1 NP 3.1 NP 0.9 0.05 0.05  

Biomarker Wei SQ, 2013 25 (OH) D <75 mmol/l 5 177/1134 1.72 (1.11-2.69) 1.77 (1.23-2.55) 1.39 (0.27-7.24) 0.48 27 (0-73) (0.24) 0.57-5.21 2 1.6 0.66 1.5 0.60 0.7 0.15 0.15  
Biomarker Kleinrouweler CE 2012 PIGF 26 787/3638 0.36 (0.25-0.54) 0.48 (0.42-0.56) 0.64 (0.33-1.23) 0.01 84 (78-88) (<0.01) 0.06-2.4 12 11.9 NP 17.2 0.04 5.8 0.01 0.01  

Biomarker Kleinrouweler CE 2012 VEGF 4 80/185 0.10 (0.01-1.53) 0.23 (0.12-0.39) 0.22 (0.08-0.57) 0.19 96 (93-97) (<0.01) 0-42370 2 3.3 0.13 4.0 NP 3.4 0.11 0.11  

Biomarker Kleinrouweler CE 2012 sFlt-1 32 1111/4119 2.38 (1.47-3.86) 1.88 (1.66-2.14) 1.24 (0.65-2.38) 0.12 93 (91-94) (<0.01) 0.15-37 12 12.7 0.86 19.5 0.01 2.9 0.00 0.00  

Biomarker Kleinrouweler CE 2012 sENG 19 739/2402 2.66 (1.53-4.63) 2.46 (2.09-2.90) 1.20 (0.62-2.30) 0.54 91 (88-93) (<0.01) 0.22-32.3 9 12.7 0.09 13.8 NP 1.5 0.00 0.00  
Biomarker Hausvater A, 2012 Arterial stiffness 9 212/633 18.6 (3.72-93.0) 10.2 (6.76-15.3) NA 0.26 93 (90-95) (<0.01) 0.05-6658 8 8.5 0.39 8.9 0.13 9.0 0.00 0.00  

Biomarker do Prado AD, 2010 Anticardiolipin antibodies 12 1636/5111 2.85 (1.37-5.95) 2.25 (1.65-3.01) 1.88 (1.23-2.85) 0.36 69 (33-81) (<0.01) 0.29-28.1 4 8.8 NP 10.1 NP 7.1 0.08 0.08  

Biomarker Clark P, 2008 AB blood group 13 5710/49069 1.02 (0.86-1.22) 1.00 (0.86-1.17) 0.82 (0.45-1.50) 0.46 18 (0-57) (0.26) 0.72-1.45 1 0.7 0.49 0.7 0.52 5.4 NP NP  
Biomarker Clark P, 2008 A blood group 14 5047/44743 0.96 (0.85-1.07) 0.97 (0.91-1.03) 1.00 (0.81-1.24) 0.82 57 (5-75) (<0.01) 0.68-1.35 3 0.8 0.05 1.0 0.07 0.7 0.03 0.03  

Biomarker Clark P, 2008 B blood group 12 5324/48911 1.05 (0.94-1.18) 1.05 (0.95-1.15) 1.01 (0.72-1.42) 0.71 23 (0-61) (0.21) 0.82-1.35 0 0.9 NP 0.9 NP 0.6 NP NP  
Biomarker Clark P, 2008 O blood group 18 5945/54609 1.01 (0.91-1.12) 1.00 (0.93-1.06) 0.98 (0.80-1.21) 0.52 49 (0-69) (0.01) 0.73-1.39 3 0.9 0.06 0.9 0.06 1.0 0.07 0.07  

                    

Environmental Hu H, 2014 NO2 5 3629/117497 1.10 (1.03-1.17) 1.10 (1.03-1.17) 1.06 (0.96-1.17) 0.12 0 (0-64) (0.73) 0.99-1.21 1 1.3 NP 1.3 NP 0.7 0.52 0.52  

Environmental Pedersen M, 2014 Air pollution 4 4905/165789 1.05 (0.99-1.13) 1.07 (1.03.1.11) 1.13 (1.07-1.19) 0.19 65 (0-86) (0.03) 0.79-1.40 1 1.0 NP 0.7 0.51 2.3 0.32 0.32  
Environmental Pedersen M, 2014 NOx 3 1385/48725 1.03 (0.91-1.17) 1.03 (0.91-1.17) 1.00 (0.87-1.15) 0.08 0 (0-73) (0.54) 0.46-2.28 0 0.2 NP 0.2 NP 0.2 NP NP  

Environmental Pedersen M, 2014 PM10 4 4656/201197 0.95 (0.86-1.05) 0.94 (0.91-0.98) 0.83 (0.77-0.89) 0.73 83 (41-92) (<0.01) 0.60-1.50 1 0.8 0.56 0.6 0.50 3.1 NP NP  

Environmental Pedersen M, 2014 CO 3 3583/112308 1.10 (0.99-1.22) 1.10 (1.00-1.21) 1.18 (1.03-1.35) 0.94 24 (0-79) (0.27) 0.44-2.76 1 1.3 NP 1.3 NP 2.6 NP NP  
Environmental Pedersen M, 2014 O3 4 4943/164360 1.03 (1.00-1.06) 1.03 (1.00-1.06) 1.10 (0.94-1.30) 0.07 0 (0-68) (0.85) 0.98-1.09 0 0.4 NP 0.4 NP 1.7 0.14 0.14  

                    

Genetic markers Zeng F, 2016 G894T 26 3241/6419 1.45 (1.09-1.94) 1.42 (1.17-1.74) 1.37 (0.92-2.04) 0.65 41 (0-62) (0.02) 0.55-3.86 4 9.5 NP 10.3 NP 8.0 0.13 0.13  
Genetic markers Zeng F, 2016 T-786C 15 2268/3100 1.25 (0.94-1.68) 1.33 (1.09-1.63) 2.57 (1.27-5.19) 0.14 46 (0-69) (0.02) 0.52-3.00 4 4.6 NP 3.1 0.53 14.6 NP NP  

Genetic markers Zhang G, 2016 rs4762 in AGT gene 3 790/2492 0.95 (0.66-1.38) 0.93 (0.68-1.27) 1.07 (0.62-1.84) 0.20 26 (0-79) (0.26) 0.04-23.9 0 0.2 NP 0.2 NP 0.2 NP NP  

Genetic markers Zhang G, 2016 rs18001133 in MTHFR 49 13356/23082 1.17 (1.05-1.31) 1.21 (1.14-1.27) 1.26 (1.04-1.53) 0.32 75 (67-81) (<0.01) 0.60-2.29 12 11.6 0.87 9.0 0.27 48.5 NP NP  

Genetic markers Zhang G, 2016 rs6025 in F5 gene 28 8210/9834 1.53 (1.06-2.21) 1.60 (1.35-1.91) 1.73 (0.78-3.83) 0.61 74 (61-81) (<0.01) 0.28-8.41 9 20.4 NP 18.8 NP 22.4 NP NP  
Genetic markers Zhang G, 2016 rs1800896 in IL-10 gene 9 3020/3786 0.91 (0.75-1.11) 1.00 (0.91-1.10) 1.15 (0.98-1.35) 0.04 70 (28-83) (<0.01) 0.50-1.68 4 0.5 0.00 1.0 0.01 1.8 0.09 0.09  

Genetic markers Zhang G, 2016 rs1800871 in IL-10 gene 4 978/2074 0.79 (0.59-1.07) 0.79 (0.66-0.94) 0.84 (0.63-1.11) 0.87 65 (0-86) (0.04) 0.23-2.75 1 1.5 NP 1.4 NP 0.9 NP NP  

Genetic markers Zhang G, 2016 rs1137101 in LEPR gene 28 8210/9834 1.53 (1.06-2.21) 1.60 (1.35-1.91) 1.73 (0.78-3.83) 0.61 74 (61-81) (<0.01) 0.28-8.41 9 20.4 NP 18.8 NP 22.4 NP NP  
Genetic markers Zhang G, 2016 rs18001131 in MTHFR gene 9 2780/3636 1.15 (0.93-1.40) 1.10 (0.97-1.24) 0.91 (0.64-1.29) 0.21 59 (0-78) (0.01) 0.63-2.07 2 0.9 0.24 1.5 0.65 0.9 0.24 0.24  

Genetic markers Li Y, 2015 A1675G of AT2R 5 972/3072 1.58 (1.05-2.37) 1.51 (1.15-1.98) 1.25 (0.82-1.90) 0.47 50 (0-80) (0.09) 0.47-5.35 1 2.0 0.65 2.4 0.38 0.8 0.58 0.58  

Genetic markers Yang W, 2014 IL-10 -1082 A/G 11 1741/3560 0.93 (0.77-1.13) 0.96 (0.86-1.07) 1.38 (0.62-3.09) 0.30 63 (13-79) (<0.01) 0.51-1.70 4 0.6 0.00 0.7 0.00 5.3 NP NP  

Genetic markers Yang W, 2014 IL-10 -819 C/T 5 729/1146 1.28 (1.03-1.59) 1.28 (1.09-1.51) 1.19 (0.88-1.62) 0.86 41 (0-77) (0.15) 0.70-2.35 2 1.8 NP 1.8 NP 1.0 0.27 0.27  
Genetic markers Yang W, 2014 IL-10 -592 C/A 3 459/926 1.28 (1.03-1.59) 1.28 (1.03-1.59) 1.55 (1.04-2.30) 0.39 0 (0-73) (0.46) 0.31-5.26 1 1.0 NP 1.0 NP 0.9 NP NP  

Genetic markers Wang X, 2014 G20210A SNP 16 2296 /3262 1.79 (1.23-2.61) 1.79 (1.23-2.61) 1.84 (0.51-6.57) 0.96 0 (0-45) (0.92) 1.18-2.71 2 11 NP 11 NP 15.7 NP NP  

Genetic markers Wang X, 2014 V G1691A SNP 23 3131/4036 1.60 (1.25-2.06) 1.56 (1.24-1.95) 1.74 (0.78-3.89) <0.01 15 (0-49) (0.25) 0.91-2.82 4 11 NP 11.8 NP 14.1 NP NP  
Genetic markers Li X, 2014 MTHFR C677T 47 6238/11771 1.12 (1.04-1.22) 1.12 (1.04-1.21) 1.28 (0.98-1.66) 0.16 14 (0-40) (0.21) 0.90-1.41 1 3.8 0.18 3.9 0.18 9.4 NP NP  
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Genetic markers Gong LL, 2014 MMP9-1562C>T 5 712/766 0.93 (0.61-1.42) 0.98 (0.79-1.22) 0.82 (0.53-1.27) 0.34 72 (0-87) (<0.01) 0.22-3.97 1 0.3 0.23 0.3 0.28 0.8 0.57 0.57  
Genetic markers Li X, 2014 TGF-β 1 869 T >C 4 466/618 0.70 (0.57-0.86) 0.70 (0.57-0.86) 0.64 (0.39-1.03) 0.93 0 (0-68) (0.84) 0.45-1.09 2 1.4 0.61 1.4 0.61 2.0 NP NP  

Genetic markers Buurma AJ, 2013 AGT rs4762 5 497/1395 1.24 (0.67-2.30) 1.11 (0.85-1.46) 1.07 (0.62-1.84) 0.31 80 (37-90) (<0.01) 0.13-11.49 1 0.4 0.32 0.8 0.57 0.3 0.27 0.27  

Genetic markers Buurma AJ, 2013 APOE rs429358, rs7412 7 554/712 0.86 (0.65-1.13) 0.86 (0.66-1.12) 0.96 (0.60-1.55) 0.04 4 (0-60) (0.40) 0.57-1.29 0 0.6 NP 0.6 NP 0.4 NP NP  

Genetic markers Buurma AJ, 2013 AT1R rs5186 9 886/1230 1.12 (0.95-1.33) 1.12 (0.95-1.33) 0.96 (0.69-1.34) 0.33 0 (0-54) 0.78) 0.91-1.37 0 0.7 NP 0.7 NP 0.5 NP NP  
Genetic markers Buurma AJ, 2013 CTLA4 rs231775 4 353/536 1.25 (1.01-1.56) 1.25 (1.02-1.53) 1.14 (0.80-1.61) 0.82 14 (0.72) (0.32) 0.68-2.29 1 0.6 0.45 0.6 0.53 0.32 0.28 0.28  

Genetic markers Buurma AJ, 2013 LPL rs1800590 3 395/579 2.27 (0.63-8.21) 1.60 (0.85-2.99) 0.81 (0.36-1.80) 0.12 71 (0-89) (0.03) 0-5626855 1 1.7 0.58 2.7 NP 0.52 0.43 0.43  

Genetic markers Buurma AJ, 2013 LPL rs268 4 530/933 2.43 (1.26-4.68) 2.44 (1.38-4.32) 1.34 (0.51-3.50) 0.66 20 (0-74) (0.29) 0.35-17.1 2 3.9 NP 3.9 NP 1.2 0.59 0.59  
Genetic markers Buurma AJ, 2013 NOS3 27 bp-VNTR in intron 4 14 1593/2239 1.14 (0.90-1.43) 1.06 (0.93-1.21) 0.96 (0.71-1.30) 0.03 63 (23-78) (<0.01) 0.53-2.47 4 0.8 0.01 1.2 0.03 0.8 0.01 0.01  

Genetic markers Buurma AJ, 2013 NOS3 rs2070744 11 1571/2202 1.08 (0.95-1.23) 1.11 (0.99-1.23) 1.21 (0.96-1.52) 0.10 28 (0-64) (0.18) 0.80-1.46 2 0.9 0.21 0.7 0.17 1.7 0.69 0.69  

Genetic markers Buurma AJ, 2013 NOS3 rs1799983 24 2825/4048 1.19 (1.00-1.42) 1.21 (1.10-1.34) 1.79 (1.37-2.34) 0.55 68 (49-78) (<0.01) 0.56-2.52 7 3.3 0.04 2.9 0.02 15.9 NP NP  
Genetic markers Buurma AJ, 2013 TLR4 rs4986790 4 723/614 1.07 (0.48-2.39) 1.06 (0.73-1.54) 3.03 (1.36-6.72) 0.92 78 (0-90) (<0.01) 0.03-38.2 1 0.2 0.21 0.3 0.22 4 NP NP  

Genetic markers Buurma AJ, 2013 TLR4 rs4986791 3 614/461 1.20 (0.45-3.17) 1.10 (0.71-1.72) 2.92 (1.31-6.49) 0.59 79 (0-91) (<0.01) 0-123082 1 0.2 0.21 0.4 0.37 3 NP NP  

Genetic markers Buurma AJ, 2013 TNF-alpha rs1800629 12 1592/1837 1.17 (0.91-1.49) 1.19 (1.02-1.39) 1.61 (1.17-2.22) 0.48 54 (0-74) (0.01) 0.56-2.41 3 1.4 0.15 1.2 0.12 6.3 0.08 0.08  

Genetic markers Buurma AJ, 2013 TNF-alpha rs1799724 3 390/385 0.66 (0.34-1.30) 0.77 (0.60-0.99) 1.18 (0.84-1.66) 0.51 84 (15-93) (<0.01) 0-2313 2 0.6 0.10 1.3 0.57 0.3 0.03 0.03  
Genetic markers Buurma AJ, 2013 VEGF rs3025039 3 377/514 1.36 (0.64-2.90) 1.21 (0.94-1.55) 0.73 (0.51-1.03) 0.69 87 (47-94) (<0.01) 0-13603 1 0.4 0.37 0.9 NP 0.9 NP NP  

Genetic markers Cheng D, 2013 VEGF +936 C/T 8 805/1033 1.52 (1.09-2.12) 1.45 (1.22-1.72) 0.73 (0.51-1.03) 0.58 69 (15-83) (<0.01) 0.54-4.23 3 2.5 0.72 3.0 NP 2.0 0.42 0.42  

Genetic markers Song GG, 2013 VEGF - 634 C/G  6 408/479 1.35 (1.09-1.67) 1.35 (1.10-1.65) 2.04 (1.33-3.13) 0.86 12 (0-66) (0.34) 0.90-2.01 1 1.0 NP 1.0 NP 3.8 NP NP  
Genetic markers Song GG, 2013 VEGF -2578 A/ C 8 617/672 0.93 (0.78-1.10) 0.93 (0.79-1.09) 1.05 (0.78-1.41) 0.99 13 (0-62) (0.33) 0.68-1.26 0 0.5 NP 0.5 NP 0.4 NP NP  

Genetic markers Song GG, 2013 VEGF -1154 A/G 3 159/161 1.14 (0.83-1.56) 1.14 (0.83-1.56) 1.06 (0.69-1.64) 0.45 0 (0-73) (0.89) 0.15-8.86 0 0.2 NP 0.2 NP 0.2 NP NP  

Genetic markers Morgan JA, 2013 PAI-1 (-675 4G/4G) 12 1511/ 3492 1.28 (1.09-1.50) 1.28 (1.09-1.50) 1.19 (0.77-1.84) 0.56 0 (0-50) (0.63) 1.07-1.53 2 2.4 NP 2.4 NP 1.5 0.65 0.65  
Genetic markers Dai B, 2013 eNOS 4 b/a 10 1374/1376 1.43 (0.87-2.37) 1.37 (0.93-2.03) 1.77 (0.80-3.92) 0.37 30 (0-66) (0.17) 0.45-4.55 1 2.8 0.30 3.4 0.18 6.1 NP NP  

Genetic markers Zhao L, 2013 SERPINE1 -675 4G/5G 11 1297/1791 1.37 (1.10-1.71) 1.36 (1.13-1.64) 1.66 (1.10-2.51) 0.42 20 (0-60) (0.25) 0.88-2.15 2 2.8 0.74 2.9 0.74 5.9 NP NP  

Genetic markers Staines-Urias E, 2012 F5 rs6025 41 4499/15188 1.74 (1.50-2.02) 1.74 (1.50-2.02) 1.67 (0.61-4.61) 0.56 0 (0-33) (0.53) 1.49-2.03 6 21.9 0.00 21.9 0.00 20 0.00 0.00  

Genetic markers Staines-Urias E, 2012 F2 rs1799963 30 3546/11712 1.72 (1.40-2.12) 1.72 (1.40-2.12) 1.45 (0.67-3.14) 0.03 0 (0-37) (0.55) 1.38-2.14 2 16.6 NP 16.6 NP 10.5 NP NP  
Genetic markers Staines-Urias E, 2012 ACE rs4646994 30 3101/5134 1.17 (1.03-1.34) 1.10 (1.03-1.18) 1.03 (0.86-1.22) 0.06 68 (51-77) (<0.01) 0.65-2.13 6 2.1 0.01 3.1 0.12 1.6 0.00 0.00  

Genetic markers Staines-Urias E, 2012 AGT rs699 27 2329/4896 1.26 (1.05-1.51) 1.21 (1.10-1.32) 1.31 (0.70-2.45) 0.32 70 (53-79) (<0.01) 0.57-2.79 6 3 0.11 3.9 0.27 4.8 0.61 0.61  

Genetic markers Staines-Urias E, 2012 MTHFR rs1801133 51 5160/10151 1.06 (0.99-1.15) 1.04 (0.99-1.10) 1.21 (0.68-2.13) 0.03 38 (7-55) (<0.01) 0.79-1.49 7 2.7 0.02 2.9 0.03 6.4 0.68 0.68  
Genetic markers Staines-Urias E, 2012 SERPINE1 rs1799889 12 1194/1757 0.89 (0.77-1.04) 0.90 (0.80-1.00) 0.90 (0.64-1.27) 0.42 40 (0-68) (0.76) 0.59-1.33 2 0.9 0.22 0.9 0.24 0.9 0.21 0.21  

Genetic markers Staines-Urias E, 2012 EPHX1 rs1051740 4 562/462 0.85 (0.72-1.00) 0.85 (0.72-1.00) 0.94 (0.72-1.23) 0.87 0 (0-68) (0.51) 0.59-1.24 0 0.4 NP 0.4 NP 0.2 NP NP  

Genetic markers Staines-Urias E, 2012 EPHX1 rs2234922 3 425/427 1.28 (0.83-1.96) 1.32 (1.01-1.73) 1.87 (1.23-2.83) 0.26 60 (0-87) (0.08) 0.01-134 1 0.7 0.57 0.6 0.49 2.4 0.10 0.10  

Genetic markers Staines-Urias E, 2012 PPARG rs1801282 3 390/449 0.80 (0.57-1.12) 0.80 (0.57-1.12) 0.81 (0.43-1.51) 0.07 0 (0-73) (0.90) 0.09-7.35 0 0.5 NP 0.5 NP 0.5 NP NP  
Genetic markers Staines-Urias E, 2012 THBD C1418T 3 260/268 0.71 (0.49-1.03) 0.71 (0.49-1.03) 0.78 (0.52-1.15) 0.30 0 (0-73) (0.50) 0.07-7.73 0 0.7 NP 0.7 NP 0.5 NP NP  

Genetic markers Staines-Urias E, 2012 IL-6 rs1800795 3 248/1575 0.91 (0.70-1.19) 0.91 (0.70-1.19) 0.91 (0.42-1.94) 0.76 0 (0-73) (0.90) 0.16-5.13 0 0.2 NP 0.2 NP 0.2 NP NP  

Genetic markers Staines-Urias E, 2012 VEGFA rs699947 3 225/269 0.88 (0.69-1.14) 0.88 (0.69-1.14) 0.92 (0.61-1.38) 0.69 0 (0-73) (0.90) 0.17-4.52 0 0.2 NP 0.2 NP 0.2 NP NP  
Genetic markers Staines-Urias E, 2012 HLA-G -14 bp 3 219/334 1.42 (0.68-2.98) 1.37 (1.06-1.79) 0.97 (0.68-1.38) 0.90 85 (28-93) (<0.01) 0-11540 1 0.6 0.51 0.7 0.57 0.2 0.15 0.15  

Genetic markers Staines-Urias E, 2012 LEP rs7799039 3 198/326 1.51 (0.92-2.49) 1.38 (1.06-1.79) 1.20 (0.85-1.71) 0.43 68 (0-89) (0.05) 0.01-412 1 0.6 0.49 0.9 NP 0.3 0.26 0.26  

Genetic markers Staines-Urias E, 2012 LEP TTTC 3 141/227 0.86 (0.53-1.38) 0.92 (0.68-1.24) 1.01 (0.68-1.51) 0.42 56 (0-86) (0.10) 0.01-135 1 0.2 0.16 0.2 0.20 0.2 0.14 0.14  
Genetic markers Lin R, 2012 AGT M235T 29 5053/11578 1.61 (1.21-2.14) 1.53 (1.26-1.84) 1.40 (0.32-6.06) 0.47 45 (6-64) (<0.01) 0.57-4.52 4 16 NP 18.2 NP 8.5 NP NP  

Genetic markers Lin R, 2012 AGT T174M 6 1362/4159 1.09 (0.76-1.57) 1.16 (0.91-1.49) 0.97 (0.54-1.74) 0.35 48 (0-78) (0.09) 0.40-2.95 1 1.0 NP 0.6 0.44 0.3 0.29 0.29  

Genetic markers Zhao L, 2012 AGTR1 +1166A>C 10 845/1150 1.19 (0.96-1.47) 1.19 (1.00-1.42) 1.15 (0.67-1.99) 0.42 27 (0-64) (0.20) 0.74-1.91 1 1.5 NP 1.5 NP 1.2 NP NP  

Genetic markers Zhong WG, 2012 ACE D/I 11 1600/1898 1.93 (1.19-3.12) 1.72 (1.49-1.99) 0.87 (0.59-1.28) 0.26 91 (86-93) (<0.01) 0.31-12.1 8 7.8 NP 9.2 0.41 1.1 0.00 0.00  
Genetic markers Shaik AP, 2011 ACE (II genotype) 16 1620/2158 0.99 (0.70-1.40) 0.95 (0.80-1.12) 0.94 (0.57-1.54) 0.79 73 (52-82) (<0.01) 0.27-3.56 3 0.9 0.06 0.8 0.04 0.9 0.06 0.06  

Genetic markers Xie C, 2011 TNF-α 308 G/A 18 1888/2497 0.98 (0.76-1.25) 0.93 (0.80-1.09) 0.56 (0.36-0.87) 0.56 52 (5-71) (<0.01) 0.43-2.21 3 1.1 0.09 0.9 0.06 11 NP NP  

Genetic markers Xie C, 2011 IL-6 -174 G/C 4 396/507 1.23 (0.93-1.61) 1.23 (0.93-1.61) 1.44 (0.89-2.33) 0.44 0 (0-68) (0.81) 0.67-2.24 0 0.5 NP 0.5 NP 1.3 0.32 0.32  
Genetic markers Rodger MA, 2010 FVL 9 1060/20773 1.26 (0.91-1.74) 1.26 (0.91-1.74) 1.27 (0.51-3.14) 0.27 0 (0-54) (0.99) 0.85-1.86 0 2.3 0.12 2.3 0.12 2.5 0.07 0.07  

Genetic markers Rodger MA, 2010 PGM 6 549/13705 1.27 (0.80-2.03) 1.27 (0.80-2.03) 1.03 (0.41-2.56) 0.30 0 (0-61) (0.99) 0.65-2.46 0 1.4 0.35 1.4 0.35 0.32 NP NP  

Genetic markers Medica I, 2007 AGT/T704C (Met235Thr) 15 1146/2276 1.66 (1.20-2.29) 1.66 (1.23-2.25) 0.29 (0.03-2.58) 0.77 6 (0-50) (0.38) 1.00-2.73 2 5.6 0.06 5.6 0.06 12.9 NP NP  
Genetic markers Serrano NC, 2006 ACE-I/D 22 2596/3828 1.23 (1.04-1.45) 1.12 (1.01-1.23) 0.90 (0.73-1.11) 0.01 57 (23-72) (<0.01) 0.66-2.26 4 1.7 0.09 3.3 0.56 1.7 0.08 0.08  

Genetic markers Lin J, 2005 FLV (1691 G-A) 11 1135/1471 2.25 (1.28-3.94) 2.40 (1.70-3.39) 2.21 (1.06-4.59) 0.43 57 (0-76) (<0.01) 0.42-12.2 5 9.2 NP 8.7 NP 8.5 NP NP  

                    

Diseases/disorders Saccone G, 2015 Celiac disease 5 14618/507559 2.05 (0.89-4.74) 1.80 (1.44-2.24) 1.19 (0.79-1.78) 0.66 90 (79-94) (<0.01) 0.11-40.1 3 3.7 0.61 3.9 0.31 2.7 NP NP  
Diseases/disorders Zhang JJ, 2015 Chronic kidney disease 9 14993/504700 10.4 (6.28-17.1) 11.1 (9.00-13.7) 22.3 (15.6-31.9) 0.71 77 (50-87) (<0.01) 2.12-50.7 8 8.9 0.08 8.9 0.10 9.0 NP NP  

Diseases/disorders Hu R, 2015 Depression 5 1104/2874 1.66 (1.29-2.13) 1.64 (1.32-2.03) 1.12 (0.64-1.96) 0.34 16 (0-69) (0.32) 0.96-2.86 4 3.7 NP 3.8 NP 0.6 0.00 0.00  

Diseases/disorders Qin JZ, 2013 Polycystic ovary syndrome 15 1866/1194098 3.26 (2.06-5.16) 2.14 (1.88-2.43) 2.04 (1.78-2.34) <0.01 41 (0-66) (0.05) 1.02-10.43 5 10 NP 13.7 NP 9.4 NP NP  
Diseases/disorders Zhang S, 2013 Mental stress 12 16705/649188 1.49 (1.27-1.74) 1.28 (1.20-1.35) 1.14 (1.05-1.24) 0.02 68 (32-81) (<0.01) 0.97-2.29 6 4.2 0.37 7.3 0.56 2.4 0.02 0.02  

Diseases/disorders Zhang S, 2013 Work stress 4 496/8246 1.50 (1.15-1.97) 1.50 (1.15-1.97) 1.51 (0.99-2.31) 0.98 0 (0-68) (0.75) 0.83-2.72 0 2.4 NP 2.4 NP 2.4 NP NP  

Diseases/disorders Zhang S, 2013 Depression and anxiety 5 753/7489 1.88 (1.08-3.25) 1.73 (1.32-2.28) 0.93 (0.55-1.59) 0.44 73 (0-87) (<0.01) 0.28-12.65 2 3.8 0.10 4.1 NP 0.3 0.04 0.04  

Diseases/disorders Grigoriadis S, 2013 Maternal depression 4 227/8843 1.35 (0.95-1.92) 1.34 (0.97-1.86) 1.24 (0.77-2.00) 0.46 7 (0-70) (0.36) 0.56-3.26 0.9 NP 0.9 NP 0.6 0.46 0.9 0.9  
                    

Supplementation Schoenaker DA, 2014 Calcium intake 3 387/1100 0.88 (0.60-1.29) 0.88 (0.60-1.29) 0.89 (0.53-1.52) 0.87 0 (0-73) (0.99) 0.07-10.82 0 0.3 NP 0.3 NP 0.3 NP NP  

                    
Infections Huang QT, 2016 Chronic hepatitis B infection 11 14298/423216 0.79 (0.63-1.00) 0.79 (0.67-0.93) 1.13 (0.78-1.63) 0.90 20 (0-61) (0.25) 0.51-1.25 3 7.0 NP 6.9 NP 4.1 0.76 0.76  

Infections Sgolastra F, 2013 Periodontal disease 15 1040/3983 2.17 (1.38-3.41) 1.93 (1.59-2.33) 2.05 (1.47-2.86) 0.50 78 (61-85) (<0.01) 0.42-11.29 8 7.9 NP 9.2 0.60 8.6 0.80 0.80  

Infections Rustveld LO, 2008 Bacterial & viral infections 21 2390/11556 2.08 (1.63-2.66) 2.03 (1.78-2.31) 1.78 (1.18-2.67) 0.65 56 (20-72) (<0.01) 0.92-4.72 10 12.4 0.38 12.8 0.26 10.3 NP NP  
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Other Xu Y, 2016 Isolated single umbilical artery 3 783/64443 0.82 (0.56-1.21) 0.82 (0.56-1.21) 0.84 (0.56-1.26) 0.50 0 (0-73) (0.85) 0.07-9.96 0 1.0 0.56 1.0 0.56 0.85 0.56 0.56  

Other Wei J, 2015 Cigarette smoking 17 62089/1784382 0.67 (0.60-0.75) 0.71 (0.69-0.72) 0.87 (0.83-0.91) 0.36 92 (89-94) (<0.01) 0.43-1.05 14 15.1 0.42 15.5 0.19 10.7 0.13 0.13  

Other Masoudian P, 2015 Oocyte donation vs ART 13 1499/25299 2.54 (1.98-3.24) 2.61 (2.12-3.22) 3.15 (2.27-4.37) 0.90 14 (0-55) (0.31) 1.61-4.00 6 8.5 0.15 8.3 0.25 9.8 0.02 0.02  

Other Masoudian P, 2015 Oocyte donation vs NC 4 2712/54816 4.33 (3.11-6.03) 4.08 (3.16-5.26) 3.35 (2.42-4.63) 0.26 26 (0-75) 0.26) 1.52-12.4 4 3.9 NP 4.0 NP 3.8 NP NP  
Other Aune D, 2014 Pre-pregnancy PA high vs low activity 5 621/9696 0.65 (0.45-0.94) 0.65 (0.45-0.94) 0.60 (0.30-1.20) 0.63 0 (0-64) (0.91) 0.36-1.19 0 3.2 NP 3.2 NP 3.8 NP NP  

Other Aune D, 2014 Pre-pregnancy PA per 1hr per day 3 479/6002 0.73 (0.53-0.99) 0.73 (0.53-0.99) 0.36 (0.07-1.88) 0.09 0 (0-73) (0.69) 0.10-5.42 0 1.6 0.11 1.6 0.11 3.0 NP NP  

Other Aune D, 2014 Early pregnancy PA high vs low activity 11 5702/162900 0.79 (0.70-0.91) 0.79 (0.70-0.91) 1.03 (0.74-1.44) 0.90 0 (0-51) (0.55) 0.68-0.92 2 4.3 0.22 4.3 0.22 0.7 0.16 0.16  
Other Aune D, 2014 Early pregnancy PA per 20 MET hrs/week 3 2576/85388 0.86 (0.70-1.07) 0.93 (0.85-1.02) 0.98 (0.89-1.09) 0.30 68 (0-89) (0.04) 0.07-9.95 1 0.6 0.47 1.3 NP 0.2 0.17 0.17  

Other Aune D, 2014 Early pregnancy PA per 1hr per day 7 5293/151083 0.83 (0.73-0.95) 0.84 (0.75-0.94) 0.95 (0.80-1.14) 0.66 20 (0-66) (0.28) 0.63-1.09 3 2.9 NP 3.1 NP 0.8 0.04 0.04  

Other Aune D, 2014 Early pregnancy walking 4 535/9674 0.68 (0.51-0.89) 0.68 (0.51-0.89) 1.00 (0.43-2.33) 0.09 0 (0-68) (0.75) 0.37-1.24 1 2.4 0.31 2.4 0.31 0.2 0.19 0.19  
Other Aune D, 2014 Early pregnancy occupational PA 6 620/18119 0.82 (0.66-1.03) 0.82 (0.66-1.03) 0.75 (0.52-1.07) 0.78 0 (0-61) (0.68) 0.60-1.13 0 1.1 0.60 1.1 0.60 2.0 0.19 0.19  

Other González CM, 2014 Donor insemination 7 2342/8556 1.57 (1.01-2.42) 1.65 (1.38-1.98) 1.69 (1.38-2.08) 0.82 49 (0-77) (0.07) 0.52-4.70 3 3.9 0.71 3.5 0.72 4.0 0.47 0.47  

Other Wang Z, 2013 Obese vs normal weight women (adjusted) 10 34340/1685991 2.93 (2.58-3.33) 3.26 (3.16-3.37) 3.64 (2.54-5.21) 0.11 67 (20-81) (<0.01) 2.07-4.15 10 9.9 NP 9.9 NP 10 NP NP  

Other Wang Z, 2013 Severe obese vs normal weight women 6 19976/877162 3.12 (2.24-4.37) 2.86 (2.71-3.01) 2.53 (2.32-2.76) 0.60 97 (95-97) (<0.01) 0.96-10.2 6 6 NP 6 NP 6 NP NP  
Other Kasawara KT, 2012 Physical activity (case-control) 6 923/8481 0.77 (0.53-1.11) 0.76 (0.64-0.91) 1.16 (0.72-1.86) 0.93 76 (30-88) (<0.01) 0.23-2.60 3 2.1 0.42 2.0 0.41 0.8 0.04 0.04  

Other Kasawara KT, 2012 Physical activity (cohort studies) 10 5547/178680 0.94 (0.83-1.07) 0.99 (0.94-1.05) 1.10 (1.01-1.19) 0.17 60 (0-78) (<0.01) 0.67-1.32 3 0.5 0.01 1.3 0.13 2.1 0.45 0.45  

Other Basaran A, 2011 CVS vs no invasive 6 1189/46410 0.83 (0.42-1.66) 0.59 (0.50-0.70) 0.83 (0.61-1.13) 0.29 92 (87-95) (<0.01) 0.07-9.29 3 4.0 0.41 1.6 0.19 1.62 0.35 0.35  
Other Basaran A, 2011 CVS vs no invasive & amniocentesis  7 1320/56266 1.00 (0.46-2.17) 0.81 (0.69-0.94) 0.83 (0.61-1.13) 0.49 96 (94-97) (<0.01) 0.06-16 4 2.2 0.21 0.4 0.00 1.8 0.08 0.08  

Other Luo ZC, 2007 Primiparity 23 54462/1966490 2.42 (2.16-2.71) 2.33 (2.28-2.37) 2.27 (2.22-2.32) 0.58 92 (90-94) (0) 1.47-3.97 22 21.9 NP 22 NP 21.7 NP NP  

                   
Abbreviations: Random effects, summary odds ratio (95% CI) using random effects model; Fixed effects, summary odds ratio (95% CI) using fixed effects model; Largest effect, odds ratio (95% CI) of the largest study in the meta-analysis; Egger, p-value from Egger's regression asymmetry test for evaluation of 

publication bias; P, p-value; O, observed number of "positive" studies; E, expected number of "positive" studies; NP, not pertinent, because the estimated E is larger than the O, thus there is no evidence of excess statistical significance based on the assumption made for the plausible effect size; β-hCG, Human 

chorionic gonadotropin; PAPP-A, pregnancy-associated plasma protein A; PLGF, Placental growth factor; PP13, Placental Protein 13; sFlt-1, Soluble fms-like tyrosine kinase-1; HLA, Human leukocyte antigen; PIGF, placental growth factor; VEGF, vascular endothelial growth factor; sENG, soluble endoglin; 

NO2, Nitrogen dioxide; NOx, Mono-nitrogen oxides; PM10, Particulate matter 10 micrometers; CO, Carbon Monoxide; O3, Ozone; IL-6, Interleukin 6; LEPR, leptin receptor; IL-18, Interleukin-18; IFN-γ, Interferon gamma; AT2R, Angiotensin type 2 receptor; IL-10, Interleukin 10; SNP, Single-nucleotide 

polymorphisms; MTHFR, Methylene tetrahydrofolate reductase; MMP-9, Matrix metallopeptidase 9; PAI-1, Plasminogen activator inhibitor-1; AGT, Angiotensinogen; AGTR1, Angiotensin II Receptor Type 1; ACE, Angiotensin; eNOS, Endothelial nitric oxide synthase; TNF-a, Tumor necrosis factor alpha; FVL, 

Factor V Leiden; PGM,  Prothrombin Gene Mutation; CVS, chorionic villus sampling;  ART, assisted reproductive technology; NC, natural conception; PA, physical activity; NP, not pertinent, because the estimated is larger than the observed, and there is no evidence of excess of statist ical significance based on 

the assumption made for the plausible effect size.  

* Summary random effects odds ratio (95% CI) of each meta-analysis, except for three meta-analyses (Wei J 2015, Aune D, 2014 and Wang Z, 2013) where the RR was used.          

† Summary fixed effects odds ratio (95% CI) of each meta-analysis, except for three meta-analyses (Wei J 2015, Aune D, 2014 and Wang Z, 2013) where the RR was used.        

‡ Odds ratio (95% CI) of the largest study in each meta-analysis, except for three meta-analyses (Wei J 2015, Aune D, 2014 and Wang Z, 2013) where the RR was used.        

§ P-value from the Egger regression asymmetry test for evaluation of publication bias   

|| I2 metric of inconsistency (95% confidence intervals of I2) and P-value of the Cochran Q test for evaluation of heterogeneity 

≠ 95% Prediction Interval             

¶ Observed number of statistically significant studies              
# Expected number of statistically significant studies using the summary fixed effects estimate of each meta-analysis as the plausible effect size           
** P-value of the excess statistical significance test 

¥ Expected number of statistically significant studies using the summary random effects estimate of each meta-analysis as the plausible effect size 

ȣ Expected number of statistically significant studies using the effect of the largest study of each meta-analysis as the plausible effect size 
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Chapter 5 – Randomized clinical trials for 

preventing preeclampsia: an umbrella review of 

the literature 
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5.1   Abstract 

Background: Preeclampsia is a severe pregnancy-associated disease, which is 

characterized by the occurrence of hypertension and proteinuria in previously healthy 

women after the 20th weeks of gestation. Although numerous systematic reviews and 

meta-analyses have been published examining the association between various 

pharmacologic and non-pharmacologic interventions for the prevention of 

preeclampsia, the epidemiological credibility of these associations has not been 

thoroughly assessed. The objective of this study is to summaries evidence and 

evaluates the strength and validity in the reported associations for preeclampsia 

prevention.  

Methods: An umbrella review was performed to identify systematic reviews and 

meta-analyses of randomized controlled trials evaluating the association of various 

interventions for preeclampsia prevention. For each association, we estimated the 

summary effect size by random-effects and fixed-effects models, the 95% confidence 

interval, and the 95% prediction interval. We also assessed the between-study 

heterogeneity, evidence for small study effects and excess significance bias. We 

further applied standardized methodological criteria to evaluate the epidemiological 

credibility of the statistically significant associations.  

Results: Twenty-nine eligible meta-analyses were identified that included 456 

primary studies, providing data on 57 associations. Twenty-four (42%) associations 

had nominally statistically significant findings at p<0.05, while only 10 (18%) were 

significant at p<10-3 under the random-effects model. Sixteen (28%) associations had 

large or very large heterogeneity. Evidence of excess significance bias was found in 

15 (26%) associations. After applying our classification criteria, the following three 



102 

 

interventions were classified as Class I level of evidence including low dose aspirin 

≤16 weeks of gestation for preterm preeclampsia, diet and nutrition counselling and 

dietary interventions. 

Conclusions: Early administration of aspirin in women with preterm preeclampsia, 

diet and nutrition counselling, and dietary interventions present the strongest 

consistent evidence. The findings from our study highlight the importance of patient 

education on diet and lifestyle modifications in reducing the risk of preeclampsia, as 

well as the recommendation for early administration of aspirin in women at high risk 

pregnancies.  
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5.2   Introduction  

Preeclampsia (PE) is a severe pregnancy-associated disease, which is characterized by 

the occurrence of hypertension and proteinuria after the 20th weeks of gestation in 

previously healthy women. Based on recent data, PE affects approximately 2-8% of 

all pregnancies and is associated with substantially higher maternal and fetal morbidity 

and mortality worldwide (284,285). The clinical spectrum of PE varies from a mild 

form of the disease, characterized by a moderate increase in blood pressure and 

proteinuria, to the most severe characterized by seizures as a sign of damage of the 

cerebral vessels and HELLP (Hemolysis, Elevated Liver enzyme, Low Platelets) 

syndrome, a life-threating condition for the pregnant women and their fetuses (286). 

Until today, the true etiology of PE remains unclear, which generates uncertainty on 

prediction, prevention and treatment.  

 

Many pharmacologic and non-pharmacologic interventions have been studied for the 

prevention of PE, including antioxidants, vitamins, dietary salt restrictions, diuretics 

for fluid control, fish oil, calcium supplementation, aspirin, and heparin. However, in 

some cases, evidence was not sufficient to support their recommendation (394,395). 

In contrast, administration of low-dose aspirin before 16 weeks of gestation in high-

risk pregnancies and calcium, especially in low-calcium intake populations remain the 

only strategies associated with a definitive reduction in risk (289,396). On the other 

hand, the available screening tools for risk stratification for PE are sub-optimal. The 

development of effective prevention strategies of PE has proved difficult due to the 

uncertainty in disease etiology and its multifactorial and complex nature (289,397) as 

well as due to the limitations of the current predictive tests (398,399,213). Since the 

prevalence of early-onset PE is relatively low, screening tests are required to perform 
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better in terms of their sensitivity and specificity in order to produce meaningful 

positive predictive values. 

 

In view of the importance of guidelines for PE prevention, the assessment of the 

credibility of the available evidence could have significant implications both for 

clinical practice and for public health in more general. Instead of looking at limited 

indication-specific data, it much more useful to have a wider view of the evidence 

across many indications where the effects of interventions for PE prevention have been 

assessed. This can be performed in the setting of an umbrella review which collects 

and evaluates evidence from multiple resources systematically and gives an overview 

of the strengths, weaknesses, and biases of this literature at-large (22,400). We 

performed an umbrella review of the evidence across published meta-analyses or 

systematic reviews of randomized controlled trials (RCTs) for PE prevention in order 

to provide a comprehensive summary of the range of interventions, present the 

magnitude, direction, significance of the reported associations and effects, assess the 

potential biases, and identify the associations and effects that present the most 

convincing epidemiological evidence. 

 

5.3   Methods  

Literature search and selection criteria 

We conducted an umbrella review, defined as a comprehensive and systematic 

collection and evaluation of published systematic reviews and meta-analyses 

performed on a specific research topic (22). The methods of the umbrella review are 

standardized and for this work we followed the same principles as previously described 

in published umbrella reviews conducted on various fields of research (265–269). We 
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used a ranking system to grade the evidence from meta-analyses of RCTs in terms of 

the significance of the summary effect, the 95% prediction interval, presence of large 

heterogeneity, small study effects, and excess significance bias. 

 

We systematically searched PubMed, the Cochrane Database of Systematic Reviews, 

and ISI Web of Science up to April 7, 2017, to identify systematic reviews and meta-

analyses of randomized trials of interventions the prevention of PE. We searched for 

the keywords ("pre-eclampsia" OR "preeclampsia") AND ("systematic review" OR 

"meta-analysis"). All identified publications underwent a parallel, three-step review of 

title, abstract, and full text (performed by KG and SP) based on predefined inclusion 

and exclusion criteria. We also screened the references of the retrieved articles for 

possible eligible papers. 

 

We included systematic reviews and meta-analyses of randomized controlled trials that 

examined the association of a respective intervention related to PE prevention. Meta-

analyses and systematic reviews were retained if they included at least 2 studies in 

which information was provided on a measure of association and its standard error and 

on the number of events and the number of participants. We did not apply any language 

restrictions in the selection of eligible studies. We included only meta-analyses and 

systematic reviews of randomized clinical trials in humans. If an article presented 

separate meta-analyses on other medical conditions, in addition to PE, we only 

extracted information on the latter. When more than one meta-analysis on the same 

research question was eligible, the meta-analysis with the largest number of 

component studies with data on individual studies’ effect sizes was retained for the 

main analysis. We excluded narrative reviews, letters to the editor, meta-analyses of 
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non-RCTs and systematic reviews without a quantitative synthesis of data. We also 

did not include the older version of two meta-analyses that were published by the same 

authors on the same intervention when there was only a 2–3 years difference between 

the two versions.  

 

Data extraction 

Data extraction was performed independently by two investigators (KG and SP), and 

in case of discrepancies, the final decision was reached by discussion or by having a 

third investigator (EE) review the study, when necessary. For each article we extracted 

data regarding the first author’s name, publication year, number of studies included, 

intervention administered, total number of participants per treatment arm, events in 

each arm, the reported summary risk estimates (risk ratio and odds ratio) with 95% 

confidence intervals (CI), model used for analysis (fixed or random), and the 

heterogeneity statistic (I2). 

 

Statistical analysis 

For each unique meta-analysis, we estimated the summary effect and its 95% CI by 

using both fixed and random effect models (94,270). We also estimated the 95% 

prediction intervals (PI) for the summary random effects estimates, which further 

account for between-study heterogeneity and indicates the uncertainty for the effect 

that would be expected in the new study examining the same association (271,294). 

For the largest study of each meta-analysis, we calculated the standard error (SE) of 

the effect size, and we examined whether the SE was less than 0.10 and whether the 

largest study presented a statistically significant effect. In a study with SE of less than 

0.10, the difference between the effect estimate and the upper or lower 95% confidence 
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interval is less than 0.20 (i.e. this uncertainty is less than what is considered a small 

effect size). 

 

We assessed heterogeneity among studies and we reported the P value of the χ2-based 

Cochran Q test and the I2 metric for inconsistency, which could reflect either diversity 

or bias. I2 ranges between 0% and 100% and quantifies the variability in effect 

estimates that is due to heterogeneity rather than the sampling error (273). Values 

exceeding 50% or 75% are usually considered representing large or very large 

heterogeneity, respectively. Its confidence intervals were calculated as per Ioannidis 

et al. (2007) (274). 

 

We assessed whether there is evidence for a small-study effect (i.e. whether smaller 

studies tend to give substantially larger estimates of effect size compared to larger 

studies). We used the regression asymmetry test proposed by Egger for this assessment 

(276). A P value <0.10 accompanied by a more conservative effect in larger studies 

was considered evidence of the presence of small-study effects. 

 

We further applied the excess significant test to evaluate whether there is a relative 

excess of formally significant findings in published literature due to any reason (such 

as publication bias, selective reporting of outcomes or analyses). This is a chi-squared 

based test, in which the expected number of positive studies is estimated and compared 

against the observed number of studies with statistically significant results (P<0.05) 

(68). A binomial test was used to evaluate whether the number of positive studies in a 

meta-analysis is too large according to the power that these studies have to detect 

plausible effects at α=0.05. A comparison between the number of observed vs expected 
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is performed separately for each meta-analysis and it is also extended to groups of 

many meta-analyses after summing the observed and expected from each meta-

analysis. The expected number of significant studies for each meta-analysis is 

calculated by the sum of the statistical power estimates for each component study (68). 

The power of each component study was estimated using the fixed effects summary, 

the random effects summary, or the effect size of the largest study (smallest SE) as the 

plausible effect size (72). The power of each study was calculated with an algorithm 

using a non-central t distribution.(401) Excess statistical significance for single meta-

analyses was set at p<0.10 (one-sided p<0.05, with observed > expected as previously 

proposed) (68). 

 

Assessment of epidemiologic credibility 

We used a ranking system to grade the evidence. Evidence from meta-analyses of 

RCTs was assessed in terms of the significance of the summary effect (P<0.001, 

0.001≤ P<0.05, p≥0.05), 95% prediction interval (excluding the null or not), and 

presence of large heterogeneity (I2 >50%), small study effects (P>0.10), and excess 

significance (P<0.05). We also noted the conclusions from any evidence classification 

with the use of GRADE (Grading of Recommendations Assessment, Development and 

Evaluation) or any other equivalent system applied by the authors of the original meta-

analyses.  

 

Studies that reported a p-value of less than 0.001, had a 95% prediction interval not 

including the null, had no evidence of small-study effects or no evidence of excess 

significance, and did not have large heterogeneity were considered as representing 

robust evidence of effectiveness of interventions (Class I). Meta-analyses that had a p-
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value less than 0.001 and the largest study reporting a significant effect were 

considered to have the next best quality of evidence (Class II). Finally, meta-analyses 

with only a p-value of less than 0.05 were classified as quality of evidence Class III. 

The statistical analysis and the power calculations were performed in STATA version 

14 (STATA Corp, College Station, TX). 

 

5.4   Results 

Description of Eligible Meta-analyses 

Overall, the literature search identified 683 publications of which, 29 articles were 

deemed eligible (Figure 5.1). The publication date of the eligible articles ranged 

between 2007 and 2017. The 29 eligible papers (291,402–429), included data on 57 

different meta-analyses (comparisons) in five broad areas (antiplatelets [n=16 

comparisons], vitamins supplements [n=6 comparisons], diet and life-style 

interventions [n=12 comparisons], calcium supplementation [n=14 comparisons], and 

other drugs [n=9 comparisons]). There were between 2 to 43 studies per meta-analysis, 

with a median of five studies. The median number of participants in each study was 

195, while the median number of events and participants in each meta-analysis was 

336 and 4358, respectively. The number of events was greater than 1000 in 10 meta-

analyses (Table 5.1). Supplementary Table 5.4 summarizes these 57 meta-analyses 

that included 456 individual study estimates.  
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Figure 5.1. Flowchart of the included studies  
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Table 5.1. Quantitative synthesis and assessment of bias across the 57 associations of interventions for preeclampsia prevention 

 
                   

Area Author, year Comparison Studies Events/participants Random effects* Largest effect‡ P Random Egger§ I2 (P)|| 95% PI ≠  

Antiplatelets Roberge S 2017 Aspirin < 16 weeks (severe PE) 9 231/4194 0.50 (0.29-0.86) 0.96 (0.67-1.37) 0.014 0.001 18 (0.03) 0.12-2.09  

Antiplatelets Roberge S 2017 Aspirin >16 weeks 21 1103/15571 0.83 (0.68-1.01) 1.23 (0.90-1.68) 0.056 0.006 42 (0.02) 0.48-1.43  

Antiplatelets Roberge S 2016 Low dose aspirin ≤ 16 weeks (60mg) vs pl 3 281/3293 0.93 (0.75-1.15) 1.05 (0.69-1.60) 0.508 0.606 0 (0.79) 0.23-3.77  

Antiplatelets Roberge S 2016 Low dose aspirin > 16 weeks (60 mg) vs pl 3 601/8483 0.93 (0.70-1.23) 1.23 (0.90-1.68) 0.622 0.895 66 (0.05) 0.04-22.40  

Antiplatelets Roberge S 2016 Low dose aspirin vs placebo 6 882/11776 0.94 (0.81-1.09) 1.23 (0.90-1.68) 0.386 0.980 22 (0.27) 0.68-1.29  

Antiplatelets Roberge S 2016 LMWH and low-dose aspirin or aspirin alone 5 54/590 0.54 (0.32-0.92) 0.35 (0.14-0.86) 0.023 0.649 0 (0.68) 0.23-1.28  

Antiplatelets Henderson JT 2014 Aspirin vs placebo 13 1977/21865 0.78 (0.64-0.95) 0.88 (0.75-1.03) 0.015 0.002 36 (0.09) 0.50-1.21  

Antiplatelets Villa PM 2013 Aspirin ≤16 weeks (abnormal uterine artery flow) 3 97/346 0.55 (0.36-0.83) 0.57 (0.40-0.82) 5 x 10-3 0.631 16 (0.31) 0.02-17.67  

Antiplatelets Dodd JM 2013 Heparin (alone or with other) vs no treatment 7 91/761 0.47 (0.210.1.01) 0.35 (0.14-0.86) 0.052 0.957 58 (0.03) 0.05-4.27  

Antiplatelets Roberge S 2012 Low-dose aspirin ≤16 weeks for preterm PE 5 45/556 0.11 (0.03-0.33) 0.11 (0.01-0.86) 1 x 10-4 0.850 0 (0.72) 0.02-0.68  

Antiplatelets Trivedi NA 2011 Low-dose aspirin in low risk women 5 729/16550 0.87 (0.64-1.17) 1.14 (0.94-1.38) 0.349 0.170 67 (0.02) 0.33-2.29  

Antiplatelets Trivedi NA 2011 Low-dose aspirin in high risk women 14 1365/11687 0.79 (0.65-0.97) 0.88 (0.75-1.04) 0.024 0.059 50 (0.02) 0.47-1.33  

Antiplatelets Bujold E 2009 Aspirin vs placebo in women with AUAD 9 245/1317 0.67 (0.47-0.94) 0.95 (0.67-1.35) 0.021 0.450 36 (0.13) 0.30-1.47  

Antiplatelets Duley L 2007 Antiplatelet agents vs pl (moderate risk women) 25 1625/28509 0.77 (0.64-0.92) 0.88 (0.74-1.03) 5 x 10-3 0.000 43 (0.01) 0.46-1.30  

Antiplatelets Duley L 2007 Antiplatelet agents vs pl (high risk women) 18 748/4121 0.60 (0.45-0.81) 0.91 (0.77-1.06) 6 x 10-4 0.002 42 (0.03) 0.29-1.27  

Antiplatelets Duley L 2007 Antiplatelet agents vs placebo 43 2373/32590 0.72 (0.62-0.83) 0.88 (0.75-1.03) 1 x 10-5 0.000 43 (<0.01) 0.43-1.19  

            

Other drugs Chen B 2015 Fish oil vs control (low risk) 7 155/3720 0.82 (0.53-1.26) 0.87 (0.60-1.25) 0.367 0.617 13 (0.33) 0.36-1.85  

Other drugs Chen B 2015 Fish oil vs control (high risk) 5 129/1965 1.04 (0.72-1.50) 0.96 (0.53-1.76) 0.850 0.226 15 (0.32) 0.47-2.30  

Other drugs Chen B 2015 Fish oil vs control  12 413/7650 0.93 (0.72-1.21) 0.87 (0.60-1.25) 0.586 0.979 10 (0.34) 0.60-1.45  

Other drugs Makrides M 2014 Magnesium supplementation vs no magnesium 3 78/1042 0.88 (0.58-1.34) 1.04 (0.15-7.35) 0.557 0.613 0 (0.60) 0.06-12.83  

Other drugs Gui S 2014 L-arginine vs placebo 2 125/524 0.38 (0.25-0.60) 0.34 (0.21-0.55) 2 x 10-5 NA 4 (0.31) NA  

Other drugs Rumbold A 2008 Antioxidants versus control 9 586/5446 0.72 (0.49-1.04) 0.97 (0.80-1.17) 0.083 0.057 58 (0.02) 0.27-1.90  

Other drugs Meher S 2007 Nitric oxide vs placebo/control 4 42/170 0.78 (0.37-1.66) 1.35 (0.61-3.01) 0.521 0.341 37 (0.19) 0.06-10.48  

Other drugs Imhoff-Kunsch 2012 n-3 LCPUFA supplementation vs control 4 93/1683 0.80 (0.44-1.46) 1.15 (0.66-1.99) 0.473 0.027 38 (0.18) 0.10-6.29  

Other drugs Allen R 2014 Essential fatty acids supplementation 6 226/4579 0.88 (0.63-1.24) 1.04 (0.73-1.48) 0.474 0.007 24 (0.25) 0.42-1.86  

            

Vitamins Rumbold A 2015 Any vitamin E supplementation vs pl 14 1965/20878 0.91 (0.79-1.06) 1.07 (0.93-1.24) 0.213 0.004 47 (0.02) 0.62-1.35  

Vitamins Rumbold A 2015 Vitamin C alone or with other supplements vs pl 16 2003/21956 0.92 (0.80-1.05) 1.07 (0.93-1.24) 0.213 0.010 41 (0.04) 0.64-1.31  

Vitamins De-Regil LM 2015 Vitamin D alone versus no treatment/placebo 2 25/219 0.52 (0.25-1.07) 0.53 (0.25-1.10) 0.075 NA 0 (0.79) NA  

Vitamins De-Regil LM 2015 Vitamin D + calcium vs no treatment/placebo 3 78/1114 0.50 (0.32-0.80) 0.39 (0.21-0.73) 4 x 10-3
 0.658 0 (0.47) 0.03-9.95  

Vitamins Pérez-López FR 2015 Vitamin D intervention vs pl 3 47/654 0.92 (0.45-1.87) 0.67 (0.33-1.35) 0.815 0.943 22 (0.28) 0.00-400.2  

Vitamins Conde-Agudelo A 2011 Supplementation with vitamins C and E 9 1903/19810 0.99 (0.90-1.09) 1.07 (0.93-1.24) 0.860 0.113 13 (0.32) 0.83-1.18  

            

Diet & life-style Zheng J 2017 Exercise 2 35/1009 1.05 (0.53-2.08) 1.00 (0.49-2.03) 0.883 NA 0 (0.62) NA  

Diet & life-style Muktabhant B 2015 Diet and exercise counselling 8 177/3139 0.99 (0.74-1.31) 1.05 (0.73-1.51) 0.936 0.018 0 (0.95) 0.69-1.41  

Diet & life-style Muktabhant B 2015 Supervised exercise 3 47/1024 0.91 (0.52-1.60) 1.00 (0.51-1.97) 0.754 0.463 0 (0.76) 0.02-34.2  

Diet & life-style Muktabhant B 2015 Unsupervised exercise 2 8/229 1.60 (0.38-6.70) 1.34 (0.27-6.72) 0.518 NA 0 (0.63) NA  

Diet & life-style Muktabhant B 2015 Diet counselling/other 4 54/634 0.90 (0.54-1.47) 2.69 (0.55-13.0) 0.664 0.878 0 (0.44) 0.30-2.67  

Diet & life-style Muktabhant B 2015 All diet and/or exercise vs standard/other care 18 336/5280 0.95 (0.77-1.16) 1.05 (0.73-1.51) 0.596 0.337 0 (0.99) 0.76-1.18  

Diet & life-style Allen R, 2014 Diet and nutrition counseling 6 249/2695 0.68 (0.54-0.86) 0.65 (0.48-0.88) 1 x 10-3 0.699 0 (0.61) 0.49-0.95  

Diet & life-style Allen R, 2014 Mixed interventi (diet, physical activity, lifestyle) 6 113/1438 0.92 (0.64-1.31) 1.00 (0.55-1.79) 0.625 0.691 0 (0.59) 0.55-1.51  

Diet & life-style Allen R, 2014 All type of interventions 18 588/8712 0.81 (0.69-0.96) 1.04 (0.73-1.48) 0.015 0.583 4 (0.41) 0.64-1.03  
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Diet & life-style Thangaratinam S 2012 Dietary interventions 6 249/2624 0.68 (0.54-0.86) 0.65 (0.48-0.88) 1 x 10-3 0.788 0 (0.55) 0.48-0.95  

Diet & life-style Thangaratinam S 2012 Mixed approach 3 16/369 1.40 (0.49-3.95) 2.69 (0.55-13.03) 0.529 0.948 0 (0.37) 0.00-1179  

Diet & life-style Thangaratinam S 2012 All interventions (diet, mixed, physical activity) 10 272/3072 0.78 (0.56-1.09) 0.65 (0.48-0.88) 0.143 0.125 22 (0.24) 0.40-1.52  

            

Calcium  An LB 2015 Calcium supplementation vs placebo 4 754/1452 0.86 (0.69-1.05) 0.92 (0.75-1.13) 0.134 0.045 37 (0.19) 0.42-1.74  

Calcium  Tang R, 2015 Calcium supplementation vs placebo 10 1513/2478 0.62 (0.48-0.81) 0.94 (0.81-1.09) 5 x 10-4 0.000 72 (<0.01) 0.29-1.32  

Calcium  Tang R, 2015 Low baseline calcium 6 494/1053 0.42 (0.23-0.76) 0.92 (0.75-1.12) 4 x 10-3 0.002 77 (<0.01) 0.06-2.75  

Calcium  Tang R, 2015 High baseline calcium 2 359/5045 0.70 (0.34-1.44) 0.94 (0.76-1.16) 0.333 NA 74 (0.05) NA  

Calcium  Tang R, 2015 Unknown baseline calcium 2 660/9208 0.47 (0.08-2.84) 0.94 (0.81-1.09) 0.412 NA 72 (0.06) NA  

Calcium  Tang R, 2015 Calcium supplements vs pl (High risk of PE) 4 410/8665 0.36 (0.14-0.98) 0.92 (0.75-1.12) 0.045 0.021 79 (<0.01) 0.01-25.6  

Calcium  Tang R, 2015 Calcium supplements vs pl (Normal risk of PE) 6 1103/16122 0.67 (0.48-0.92) 0.94 (0.81-1.09) 0.012 0.004 72 (<0.01) 0.27-1.67  

Calcium  Hofmeyr GJ 2014 Calcium supplements vs pl (Adequate calcium diet) 4 366/5022 0.61 (0.32-1.19) 0.94 (0.77-1.16) 0.148 0.097 51 (0.10) 0.05-6.85  

Calcium  Hofmeyr GJ, 2014 Calcium supplements vs pl (Low calcium diet) 8 515/10678 0.35 (0.20-0.64) 0.92 (0.75-1.13) 5 x 10-4 0.000 76 (<0.01) 0.06-2.12  

Calcium  Hofmeyr GJ, 2014 Routine high-dose calcium supplements 13 889/15730 0.44(0.31-0.64) 0.92 (0.75-1.13) 1 x 10-5 0.000 70 (<0.01) 0.15-1.28  

Calcium  Patrelli TS 2012 Adequate calcium intake vs placebo 6 700/9641 0.78 (0.58-1.06) 0.94 (0.76.1.16) 0.116 0.007 49 (0.08) 0.37-1.65  

Calcium  Patrelli TS 2012 Low calcium intake vs placebo 7 474/10154 0.35 (0.18-0.68) 0.92 (0.75-1.13) 2 x 10-3 0.000 75 (<0.01) 0.05-2.59  

Calcium  Patrelli TS 2012 Calcium supplements vs pl (high risk) 3 41/346 0.17 (0.07-0.42) 0.21 (0.07-0.58) 9 x 10-5 0.095 0 (0.80) 0.00-50.1  

Calcium  Patrelli TS 2012 Calcium supplements vs pl (low risk) 7 515/11059 0.51 (0.30-0.86) 0.92 (0.75-1.13) 0.012 0.059 75 (<0.01) 0.10-2.55  

                  
Abbreviations: Random effects, summary risk ratio (95% CI) using random effects model; Largest effect, risk ratio (95% CI) of the largest study in the meta-analysis; Egger, p-value from Egger's regression asymmetry test for evaluation of publication bias; P, p-

value; NP, not pertinent, because the estimated is larger than the observed, and there is no evidence of excess of statistical significance based on the assumption made for the plausible effect size; PE, Preeclampsia; LMWH, low-molecular-weight heparin;  AUAD,  
abnormal uterine artery Doppler;  PA, Physical activity.   

* Summary random effects risk ratio (95% CI) of each meta-analysis.           
‡ Risk ratio (95% CI) of the largest study in each meta-analysis, except for two meta-analyses.         
§ P-value from the Egger regression asymmetry test for evaluation of publication bias   
|| I2 metric of inconsistency and P-value of the Cochran Q test for evaluation of heterogeneity 

≠ 95% Prediction Interval             
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Summary Effect Sizes and Significant Findings 

Of the 57 meta-analyses, 24 (42%) had nominally statistically significant findings at 

P<0.05 using the random effects model, and all showed a protective effect of the 

intervention against developing PE. Out of these, 10 (18%) associations presented 

statistically significant effect at P<0.001 (Table 5.1). The ten interventions that 

presented a significant effect at P<10-3 for PE prevention were; low-dose aspirin ≤16 

weeks for preterm PE, antiplatelet agents (heparin or aspirin) vs placebo in high risk 

women, antiplatelet agents vs. placebo in the general population, L-arginine vs. 

placebo, diet and nutrition counseling, calcium supplementation vs. placebo, calcium 

supplementation vs. placebo in women with low calcium diet, routine high-dose 

calcium supplementation, dietary interventions, and calcium supplementation vs. 

placebo (high risk women). Additional information on all 57 meta-analyses is available 

online (Supplementary Table 5.4).  

 

Between-Study Heterogeneity and Prediction Intervals  

Thirteen (23%) meta-analyses had large heterogeneity estimates (50% ≤ I2 ≤ 75%) and 

3 (5%) had very large heterogeneity estimates (I2 > 75%) (Table 5.1). The 3 meta-

analyses where the I2 exceeded 75% included meta-analyses of calcium 

supplementation. Uncertainty around heterogeneity estimates was often large, 

especially when the number of individual studies was limited, and is reflected by wide 

95% confidence intervals of I2. When we calculated the 95% prediction intervals, the 

null value was excluded in only 3 (5%) of the included meta-analyses. These were for 

low-dose aspirin ≤16 weeks for preterm PE, diet and nutrition counseling and dietary 

interventions (Table 5.1).  
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Small-Study Effects and Excess Significance Bias 

Evidence of statistically significant small-study effect (Egger test p<0.10 and the 

random effects summary estimate was larger compared to the point estimate of the 

largest study in the meta-analysis) was not identified in any of the included meta-

analyses (Supplementary Table 5.4). Fifteen (26%) of the associations had hints of 

excess statistical significance bias with statistically significant (P<0.05) excess of 

positive studies under any of the three assumptions for the plausible effect size, namely 

the fixed effects summary, the random effects summary, and the results of the largest 

study (Supplementary Table 5.4). Eight (14%) pertained to calcium supplementation, 

five (9%) pertained to the antiplatelets, one (2%) pertained to vitamins, and one (2%) 

pertained to other drugs. Table 5.2 shows the results of excess of statistical significance 

bias according to category of intervention.  
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Table 5.2. Observed and expected number of positive studies by type of intervention* 

 

Area 

 

No. of 

studies 

 

Observed 

positive 

Expected 

positive 

(fixed) † 

 

P‡ 
(fixed) 

Expected 

positive 

(random)§ 

P‡ 
(random) 

Expected 

positive 

(largest)‖ 

P‡ 

(largest) 

Expected 

positive 

(composite) ¶ 

P‡ 

(composite) 

All  456 110 57.27 0.00 99.95 0.26 54.73 0.00 54.28 0.00 

Antiplatelets 189 46 24.35 0.00 37.71 0.14 26.05 0.00 24.35 0.00 

Other drugs 52 4 4.60 0.77 6.34 0.40 4.67 NP 4.60 0.77 

Vitamins 47 8 3.90 0.06 4.88 0.15 5.43 0.25 3.90 0.06 

Diet & life-style 86 8 8.45 NP 8.05 NP 10.52 0.51 8.05 NP 

Calcium 82 44 15.98 0.00 42.97 0.83 7.61 0.00 7.61 0.00 

 

* NP, not pertinent, because the estimated is larger than the observed, and there is no evidence of excess of statistical significance based on the assumption made for the plausible 

effect size. 
 

† Expected number of statistically significant studies using the summary fixed effects estimate of each meta-analysis as the plausible effect size. 

‡ P value of the excess of statistically significant test. All statistical tests were two-sided. 

§ Expected number of statistically significant studies using the summary random effects estimate of each meta-analysis as the plausible effect size. 
‖ Expected number of statistically significant studies using the effect of the largest study of each meta-analysis as the plausible effect size.  

¶ Expected number of statistically significant studies using the most conservative of the three estimates (fixed effects summary, random effects summary, largest study) of each 

meta-analysis as the plausible effect size. 
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Epidemiological credibility of findings 

After applying our classification criteria, 3 interventions were classified as Class I 

level of evidence. These were low dose aspirin ≤16 weeks of gestation for preterm PE, 

diet and nutrition counseling and dietary interventions. In the original meta-analyses, 

the included studies were characterized as having low risk of bias by using the 

Cochrane Handbook Criteria and GRADE tools, therefore the quality of evidence 

supports the findings. Two associations, L-arginine vs. placebo, calcium 

supplementation vs. placebo (high risk group) presented Class II evidence for PE 

prevention. The quality assessment for the intervention of L-arginine vs. placebo was 

graded as regular to high quality using the Jadad scale. Moreover, there were only two 

studies included in this meta-analysis. The meta-analysis of calcium supplementation 

vs. placebo (high risk group) did not perform any quality assessment. Nineteen 

interventions were supported by Class III evidence. An overall assessment of 

statistically significant associations for PE prevention is presented in Table 5.3.  
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Table 5.3. Assessment across the statistically significant associations for preeclampsia prevention 

 

 

Level of evidence  Criteria 

Class I 
 a P<10-3, not large heterogeneity (I2 <50%), 95% prediction interval excluding the null value, no evidence for small-study effects b and 

excess significance bias c 

Interventions supported by 

Class I evidence Low-dose aspirin ≤16 weeks for preterm PE, diet and nutrition counseling, dietary interventions 

Class II 
 a P<10-3 and nominally statistically significant effect present at the largest study 

Interventions supported by 

Class II evidence L-arginine vs placebo, calcium supplementation vs placebo (high risk women) 

Class III The rest associations with a P < 0.05 

Interventions supported by 

Class III evidence 
Aspirin < 16 weeks (severe PE), LMWH and low-dose aspirin or aspirin alone, Aspirin vs placebo, Aspirin ≤16 weeks (abnormal uterine 

artery flow), Low-dose aspirin in high risk women, Aspirin vs placebo in women with AUAD, Antiplatelet agents vs pl (moderate risk 

women), Antiplatelet agents vs pl (high risk women), Antiplatelet agents vs placebo, Vitamin D + calcium vs no treatment/placebo, All type 

of interventions (diet, PA, lifestyle), Calcium supplementation vs placebo, Low baseline calcium, Calcium supplementation (High risk of 

PE), Calcium supplementation (Normal risk of PE), Calcium supplements vs pl (Low calcium diet), Routine high-dose calcium 

supplementation, Low calcium intake vs placebo, Calcium supplementation vs placebo (low risk) 

Abbreviations: PE, Preeclampsia; LMWH, low-molecular-weight heparin; AUAD, abnormal uterine artery Doppler; PA, Physical activity. 
 

a P indicates the P-values of the meta-analysis random effects model. 
b Small study effect is based on the P-value from the Egger’s regression asymmetry test (P< 0.10). 
c Based on the P-value (P<0.05) of the excess significance test using the largest study (smallest standard error) in a meta-analysis as the plausible effect size. 
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5.5   Discussion 

In this study, we provided a comprehensive overview of the reported associations 

between a wide range of interventions for PE prevention by incorporating evidence 

from systematic reviews and meta-analyses of RCTs. We also evaluated the reported 

evidence using criteria previously applied in other research fields (265–269). Our 

study is comprised of 29 meta-analyses of RCTs, which covered 57 interventions. 

 

Main Findings and possible explanations 

Overall, meta-analyses on 57 pharmacologic and non-pharmacologic interventions for 

PE prevention were assessed, including antiplatelets, vitamins, diet and lifestyle 

interventions, calcium supplementation, and other drugs. Of those, low dose aspirin 

≤16 weeks of gestation for preterm PE, diet and nutrition counseling and dietary 

interventions had strong evidence (Class I) for prevention of PE, as specified by the 

epidemiological credibility criteria. Another two interventions, namely L-arginine vs. 

placebo and, calcium supplementation vs placebo (high risk group) presented Class II 

evidence for PE prevention. 

 

Our results are in agreement with the latest evidence from large multi-centered 

randomized trials (430) as well as form the recent Individual Patient Data (IPD) meta-

analysis (290), which demonstrated a significant benefit of early administration of low 

dose aspirin in women at high risk of developing PE. However, the available tools for 

risk stratification in the population are currently an issue of debate as a result of the 

lack of consensus on exactly what high risk translates to, what the characteristics of 

women who will benefit from this intervention are and what the magnitude of this 

benefit is. The study of Rolnik et al. (2017) (430) used a previously developed 
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algorithm that combined maternal factors, mean arterial pressure, uterine-artery 

pulsatility index, maternal serum pregnancy-associated plasma protein A and placental 

growth factor (213). However, given that this algorithm includes sophisticated 

ultrasound and biochemical markers, we have to acknowledge the fact that not all 

centers have access to specialists in fetal ultrasound or laboratories that will analyze a 

broad range of biomarkers. 

 

The American College of Obstetricians and Gynecologists (ACOG) supports the 

recommendations of the United States Preventive Services Task Force (USPSTF) of 

daily low-dose aspirin (81 mg) beginning at 12 weeks of gestation in patients who are 

considered to be at high risk for PE. This recommendation is based on observational 

data. The ACOG reaffirmed in 2017 that the risk should be assessed on clinical criteria 

only, including primiparity, personal or family history of PE, chronic hypertension, 

type 1 or 2 diabetes, renal or autoimmune disease, in vitro fertilization, obesity, 

systemic lupus erythematosus, maternal age ≥40 years, history of thrombophilia, and 

carrying a multifetal gestation (431,432), given that previous proposed models were 

too optimistic with a high false positive rate. The National Institute for Health and 

Care Excellence (NICE) guidelines recommend 75 mg of aspirin daily from 12 weeks 

in high-risk women, including hypertensive disorders during previous pregnancy, 

chronic kidney disease, autoimmune disease such as systemic lupus erythrematosis or 

antiphospholipid syndrome. This is supported by a recent evaluation of early-

pregnancy clinical risk factors (433). Our umbrella review confirms and supports the 

results from the previous evaluations that aspirin is an effective intervention for 

women that are destined to develop PE. But, even at the narrow range of clinical risk 
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factors, the amount of contribution from each and the possible effect modifications are 

yet to be determined. 

 

The exact mechanism by which aspirin acts to prevent PE remains unclear. Based on 

the hypothesis of abnormal placentation such an effect would result to a restriction in 

the platelet aggregation and contraction of arterial smooth muscle that potentially 

improves the pathophysiological implications of PE (425,434). This is a possible 

reason why early administration (<16 weeks of gestation) has proven to be more 

effective as opposed to late administration.   

 

Dietary and lifestyle interventions in pregnancy may also reduce the risk of PE and 

they have the advantage of being sustainable and cost-effective, albeit the most 

difficult to implement with success. Typical dietary interventions included a balanced 

diet consisting of carbohydrates, proteins and fat, calorie-controlled or low-fat diet, 

and keeping of a food diary. It is possible that dietary interventions are effective in 

modifying metabolic factors such as lipid levels, blood pressure, and glycose or 

reducing gestational weight gain with a potential contribution to a lower risk for PE 

(418). This is highlighting the importance of patient education on nutrition and general 

lifestyle in preventing not only PE, but other important co-morbidities, such as 

gestational diabetes. Keeping a normal weight gain in pregnancy has been proven to 

have a beneficial preventive effect in minimizing adverse pregnancy and neonatal 

outcomes in general (435). Given the fact that one adverse outcome is increasing the 

risk of other adverse outcomes, the actions taken on preventing one can have a 

beneficial effect in developing another. For example, raised triglyceride concentrations 

in pregnancy are associated with the risk of PE (436). It has been shown that an 
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increase in dietary total fiber intake reduces the levels of triglycerides which 

consequently reduce the risk in PE (437). Also, diets based on low fat meat and dairy 

products, whole grains, fruit, vegetables, and fish from the second trimester until 

delivery is effective in reducing maternal total and low-density lipoprotein cholesterol 

(438).  

 

Over the last three decades, epidemiological evidence has suggested an association 

between low calcium intake and PE (439,440,219). This relationship is supported by 

the fact that the incidence of PE is low in populations with elevated mean calcium 

intake (e.g. South America and Ethiopia) and by the fact that women with PE have 

blood and urine calcium levels lower than normotensive pregnant women (420,441). 

Additional intake of calcium during pregnancy could also reduce the incidence of PE, 

especially in populations at high risk of PE due to ethnicity, gender, age and high Body 

Mass Index (BMI) (408,442). It has been proposed that low-calcium intake increases 

blood pressure by stimulating either the parathyroid hormone or renin release, thus 

increasing intracellular calcium in vascular smooth muscle and thus leading to 

vasoconstriction (439). Calcium supplementation could possibly reduce parathyroid 

release, smooth muscle contractility or increase serum magnesium levels and thus 

prevent preterm labour and delivery (443,444). The specific characteristics of the 

populations that could benefit from calcium supplementation are still not clear. 

 

Circulating L-arginine, an essential amino acid, is the substrate of nitric oxide (NO), a 

potent vasodilator, which has an important role in regulating blood pressure, 

maintaining the stabilization of homeostasis, cardiovascular activity, and immune 

responses (406,445). Administration of L-arginine seems to improve uterine-placental 
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circulation and reduce maternal blood pressure (446–448), and thus aid to reduce 

oxidative stress, a key factor in PE pathogenesis (449–451). Hence, L-arginine could 

be a potential therapeutic option for pregnant women with hypertension. However, 

further large-scale RCTs are needed to draw a definitive conclusion as the enrolled 

trials in the meta-analysis in our assessment were only two with quite small sample 

sizes.  

 

To claim discovery of novel findings, researchers widely use a p-value threshold at the 

level of P<0.05. However, findings based on this threshold can only constitute weak 

evidence in many cases, as suggested by ongoing discussions to redefine the level of 

statistical significance using more stringent criteria (452). As shown in this paper, even 

though 42% of the examined associations claim a statistically significant finding at 

P<0.05, only 9% of the eligible associations provided convincing or highly suggestive 

evidence. Recently, prominent scientists have proposed changing the threshold of 

statistical significance to 0.005 for studies that examine the null hypothesis aiming to 

increase statistical standards of evidence for claiming new discoveries and improve 

reproducibility in many fields of science (452). 

 

We acknowledge some limitations of our work. Umbrella reviews focus on existing 

meta-analyses and therefore interventions that were not assessed in a previous meta-

analysis were not included in our review. Also, it is possible that for some types of 

interventions, only meta-analyses of observational data exist with no respective 

randomized evidence and these would not have been captured by our search. 

Moreover, although our analysis identified diet and nutrition counseling and dietary 

interventions to had strong epidemiological credibility for prevention of PE, yet, some 
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of the included studies had a large proportion of obese pregnant women, hence, results 

should be interpreted with caution. In addition, due to the heterogeneity of both the 

pathophysiological pathways and clinical presentations of PE, it is possible that our 

results to be modified based on the presence of the other risk factors such as diabetes 

and obesity which are associated with cardiovascular disease. 

 

Furthermore, we did not appraise the quality of the individual studies directly, since 

this was beyond the scope of the current umbrella review. Jadad scale for quality 

assessment that was used for quality assessment is outdated and this needs to be 

considered in the overall evaluation of the evidence. Furthermore, both Egger and 

excess of significance test that we used offer hints of bias, not a definitive proof 

thereof. The Egger test is difficult to interpret when the between-study heterogeneity 

is large. The interpretation of the excess of statistical significance test for the results 

of a single meta-analysis, especially in those with few studies, should be cautious 

because a negative test does not exclude potential bias (68). Lastly, we cannot exclude 

the possibility of selective reporting in several trials as typically some interventions 

are more likely to be reported, if they had statistically significant results. 

 

This umbrella review supports the administration of low dose aspirin in early PE (less 

than 34 weeks), to women at high-risk for preterm PE. We must underline the fact that 

PE is not a single disease entity and early versus late PE has different risk profiles, 

recurrence risks and responses to therapy. We did not find robust epidemiologic 

evidence for aspirin use in the entire spectrum of PE. On the other hand, diet and 

lifestyle interventions are measures that can be used for the benefit of the overall 

cardiovascular health of women. Given the obvious similarity of most clinical PE risk 
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factors with cardiovascular disease risk factors, pregnancy might be a crucial 

opportunity of reducing women’s risk not only for PE, but the life-time risk for 

cardiovascular events. 

 

5.6   Conclusion 

Early administration of low dose aspirin ≤16 weeks of gestation for prevention of early 

PE and patient education on a balanced diet and nutrition during pregnancy seem to be 

effective preventive measures for PE in high risk women. Future research should focus 

on developing useful and effective screening tools, to have a uniformity of risk 

stratification in multiple populations, test the proposed prevention measures in large 

scale studies and evaluate the best cost-effective options in every day clinical practice. 

Policymakers and clinical experts should be aware of possible biases in published 

meta-analyses and they should scrutinize all the available evidence to increase the 

validity of their recommendations. 
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Chapter 5: Supplemental material 

Supplemental Table 5.4. Analytical description of the 57 selected meta-analyses with observed and expected number of "positive" study datasets 

 

Area Author, year Comparison N± 
Events 

/participants Random effects* Fixed effects† Largest effect‡ Egger§ I
2
 (95% CI) (P)|| 95% PI ≠ O¶ E #  

P**
 

(fixed) E ¥  

P**
 

(random) E ȣ 

P**
 

(largest) 

P** 

(largest)  

Antiplatelets Roberge S 2017 Aspirin < 16 weeks (severe PE) 9 231/4194 0.50 (0.29-0.86) 0.76 (0.58-0.99) 0.96 (0.67-1.37) 0.001 18 (0-77) (0.03) 0.12-2.09 2 1.06 0.29 3.22 0.50 0.46 0.07 0.07  

Antiplatelets Roberge S 2017 Aspirin >16 weeks 21 1103/15571 0.83 (0.68-1.01) 0.91 (0.81-1.02) 1.23 (0.90-1.68) 0.006 42 (0-64) (0.02) 0.48-1.43 4 1.36 0.04 2.34 0.28 2.57 0.32 0.32  

Antiplatelets Roberge S 2016 Low dose aspirin ≤ 16 weeks (60mg) 3 281/3293 0.93 (0.75-1.15) 0.93 (0.75-1.15) 1.05 (0.69-1.60) 0.606 0 (0-73) (0.79) 0.23-3.77 0 0.19 NP 0.19 NP 0.17 NP NP  

Antiplatelets Roberge S 2016 Low dose aspirin > 16 weeks (60 mg) 3 601/8483 0.93 (0.70-1.23) 0.94 (0.81-1.09) 1.23 (0.90-1.68) 0.895 66 (0-88) (0.05) 0.04-22.40 1 0.22 0.20 0.25 0.98 0.98 NP NP  

Antiplatelets Roberge S 2016 Low dose aspirin vs placebo 6 882/11776 0.94 (0.81-1.09) 0.94 (0.83-1.06) 1.23 (0.90-1.68) 0.980 22 (0-69) (0.27) 0.68-1.29 1 0.42 0.35 0.42 0.35 1.5 NP NP  

Antiplatelets Roberge S 2016 LMWH and low-dose aspirin or aspirin alone 5 54/590 0.54 (0.32-0.92) 0.54 (0.32-0.92) 0.35 (0.14-0.86) 0.649 0 (0-67) (0.68) 0.23-1.28 1 0.88 NP 0.88 NP 1.84 0.66 0.66  

Antiplatelets Henderson JT 2014 Aspirin vs placebo 13 1977/21865 0.78 (0.64-0.95) 0.86 (0.77-0.95) 0.88 (0.75-1.03) 0.002 36 (0-66) (0.09) 0.50-1.21 4 1.96 0.12 2.81 0.50 1.65 0.07 0.07  

Antiplatelets Villa PM 2013 Aspirin ≤16 weeks (abnormal uterine flow) 3 97/346 0.55 (0.36-0.83) 0.56 (0.41-0.77) 0.57 (0.40-0.82) 0.631 16 (0-77) (0.31) 0.02-17.67 2 0.89 0.21 0.93 0.23 0.84 0.19 0.19  

Antiplatelets Dodd JM 2013 Heparin (alone or with other) 7 91/761 0.47 (0.210.1.01) 0.45 (0.28-0.71) 0.35 (0.14-0.86) 0.957 58 (0-80) (0.03) 0.05-4.27 4 2.16 0.21 1.98 0.11 3.18 0.71 0.71  

Antiplatelets Roberge S 2012 Low-dose aspirin ≤16 wks preterm PE 5 45/556 0.11 (0.03-0.33) 0.11 (0.03-0.33) 0.11 (0.01-0.86) 0.850 0 (0-64) (0.72) 0.02-0.68 1 3.75 0.02 3.75 0.02 3.72 0.02 0.02  

Antiplatelets Trivedi NA 2011 Low-dose aspirin in low risk women 5 729/16550 0.87 (0.64-1.17) 0.97 (0.84-1.12) 1.14 (0.94-1.38) 0.170 67 (0-85) (0.02) 0.33-2.29 2 0.28 0.03 0.78 0.17 0.68 0.14 0.14  

Antiplatelets Trivedi NA 2011 Low-dose aspirin in high risk women 14 1365/11687 0.79 (0.65-0.97) 0.85 (0.77-0.94) 0.88 (0.75-1.04) 0.059 50 (0-72) (0.02) 0.47-1.33 3 1.73 0.40 2.62 0.73 1.35 0.15 0.15  

Antiplatelets Bujold E 2009 Aspirin vs placebo in women with AUAD 9 245/1317 0.67 (0.47-0.94) 0.70 (0.56-0.87) 0.95 (0.67-1.35) 0.450 36 (0-69) (0.13) 0.30-1.47 3 1.28 0.12 1.52 0.18 0.47 0.01 0.01  

Antiplatelets Duley L 2007 Antiplatelet agents (moderate risk) 25 1625/28509 0.77 (0.64-0.92) 0.89 (0.81-0.98) 0.88 (0.74-1.03) 0.000 43 (0-64) (0.01) 0.46-1.30 4 2.02 0.14 4.36 NP 2.14 0.16 0.16  

Antiplatelets Duley L 2007 Antiplatelet agents (high risk) 18 748/4121 0.60 (0.45-0.81) 0.78 (0.69-0.89) 0.91 (0.77-1.06) 0.002 42 (0-66) (0.03) 0.29-1.27 5 2.02 0.04 3.65 0.39 1.09 0.00 0.00  

Antiplatelets Duley L 2007 Antiplatelet agents vs placebo 43 2373/32590 0.72 (0.62-0.83) 0.85 (0.79-0.92) 0.88 (0.75-1.03) 0.000 43 (12-60) (<0.01) 0.43-1.19 9 4.13 0.02 8.02 0.70 3.39 0.01 0.01  

                    

Other drugs Chen B 2015 Fish oil vs control (low risk) 7 155/3720 0.82 (0.53-1.26) 0.84 (0.62-1.15) 0.87 (0.60-1.25) 0.617 13 (0-64) (0.33) 0.36-1.85 0 0.50 NP 0.56 NP 0.45 NP NP  

Other drugs Chen B 2015 Fish oil vs control (high risk) 5 129/1965 1.04 (0.72-1.50) 1.02 (0.73-1.43) 0.96 (0.53-1.76) 0.226 15(0-69) (0.32) 0.47-2.30 0 0.25 NP 0.26 NP 0.26 NP NP  

Other drugs Chen B 2015 Fish oil vs control  12 413/7650 0.93 (0.72-1.21) 0.92 (0.73-1.16) 0.87 (0.60-1.25) 0.979 10 (0-55) (0.34) 0.60-1.45 0 0.66 NP 0.65 NP 0.78 NP NP  

Other drugs Makrides M 2014 Magnesium supplementation 3 78/1042 0.88 (0.58-1.34) 0.88 (0.58-1.34) 1.04 (0.15-7.35) 0.613 0 (0-73) (0.60) 0.06-12.83 0 0.19 NP 0.19 NP 0.15 NP NP  

Other drugs Gui S 2014 L-arginine vs placebo 2 125/524 0.38 (0.25-0.60) 0.38 (0.25-0.58) 0.34 (0.21-0.55) NA 4 (NA) (0.31) NA 1 1.59 0.36 1.59 0.37 1.69 0.28 0.28  

Other drugs Rumbold A 2008 Antioxidants versus control 9 586/5446 0.72 (0.49-1.04) 0.91 (0.78-1.06) 0.97 (0.80-1.17) 0.057 58 (0-78) (0.02) 0.27-1.90 3 0.62 0.02 2.08 0.44 0.47 0.01 0.01  

Other drugs Meher S 2007 Nitric oxide vs placebo/control 4 42/170 0.78 (0.37-1.66) 0.87 (0.50-1.51) 1.35 (0.61-3.01) 0.341 37 (0-79) (0.19) 0.06-10.48 0 0.22 NP 0.26 NP 0.30 NP NP  

Other drugs Imhoff-Kunsch 2012 n-3 LCPUFA supplementation 4 93/1683 0.80 (0.44-1.46) 0.91 (0.61-1.36) 1.15 (0.66-1.99) 0.027 38 (0-79) (0.18) 0.10-6.29 0 0.23 NP 0.35 NP 0.26 NP NP  

Other drugs Allen R 2014 Essential fatty acids supplementation 6 226/4579 0.88 (0.63-1.24) 0.94 (0.73-1.21) 1.04 (0.73-1.48) 0.007 24 (0-70) (0.25) 0.42-1.86 0 0.33 NP 0.42 NP 0.31 NP NP  

                    

Vitamins Rumbold A 2015 Any vitamin E supplementation vs pl 14 1965/20878 0.91 (0.79-1.06) 0.98 (0.90-1.06) 1.07 (0.93-1.24) 0.004 47 (0-70) (0.02) 0.62-1.35 3 0.73 0.03 1.25 0.12 0.98 0.07 0.07  

Vitamins Rumbold A 2015 Vitamin C alone or with other suppl vs pl 16 2003/21956 0.92 (0.80-1.05) 0.98 (0.90-1.06) 1.07 (0.93-1.24) 0.010 41 (0-66) (0.04) 0.64-1.31 3 0.83 0.05 1.29 0.13 1.09 0.09 0.09  

Vitamins De-Regil LM 2015 Vitamin D alone versus no treatment 2 25/219 0.52 (0.25-1.07) 0.52 (0.25-1.07) 0.53 (0.25-1.10) NA 0 (NA) (0.79) NA 0 0.44 NP 0.44 NP 0.42 NP NP  

Vitamins De-Regil LM 2015 Vitamin D + calcium vs no treatment 3 78/1114 0.50 (0.32-0.80) 0.50 (0.32-0.80) 0.39 (0.21-0.73) 0.658 0 (0-73) (0.47) 0.03-9.95 1 1.28 NP 1.28 NP 1.81 0.57 0.57  

Vitamins Pérez-López FR 2015 Vitamin D intervention vs pl 3 47/654 0.92 (0.45-1.87) 0.89 (0.51-1.56) 0.67 (0.33-1.35) 0.943 22 (0-78) (0.28) 0.00-400.2 0 0.17 NP 0.16 NP 0.40 NP NP  

Vitamins Conde-Agudelo A 2011 Supplementation & vitamins C and E 9 1903/19810 0.99 (0.90-1.09) 1.00 (0.92-1.09) 1.07 (0.93-1.24) 0.113 13 (0-60) (0.32) 0.83-1.18 1 0.45 0.37 0.45 0.37 0.72 0.53 0.53  

                    

Lifestyle Zheng J 2017 Exercise 2 35/1009 1.05 (0.53-2.08) 1.05 (0.53-2.08) 1.00 (0.49-2.03) NA 0 (NA) (0.62) NA 0 0.10 NP 0.10 NP 0.10 NP NP  

Lifestyle Muktabhant B 2015 Diet and exercise counselling 8 177/3139 0.99 (0.74-1.31) 0.99 (0.74-1.31) 1.05 (0.73-1.51) 0.018 0 (0-56) (0.95) 0.69-1.41 0 0.40 NP 0.40 NP 0.41 NP NP  

Lifestyle Muktabhant B 2015 Supervised exercise 3 47/1024 0.91 (0.52-1.60) 0.91 (0.52-1.60) 1.00 (0.51-1.97) 0.463 0 (0-73) (0.76) 0.02-34.2 0 0.16 NP 0.16 NP 0.15 NP NP  

Lifestyle Muktabhant B 2015 Unsupervised exercise 2 8/229 1.60 (0.38-6.70) 1.60 (0.38-6.70) 1.34 (0.27-6.72) NA 0 (NA) (0.63) NA 0 0.16 NP 0.16 NP 0.12 NP NP  

Lifestyle Muktabhant B 2015 Diet counselling/other 4 54/634 0.90 (0.54-1.47) 0.90 (0.54-1.47) 2.69 (0.55-13.0) 0.878 0 (0-68) (0.44) 0.30-2.67 0 0.22 NP 0.22 NP 1.71 0.14 0.14  

Lifestyle Muktabhant B 2015 All diet and/or exercise vs standard 18 336/5280 0.95 (0.77-1.16) 0.95 (0.77-1.16) 1.05 (0.73-1.51) 0.337 0 (0-44) (0.99) 0.76-1.18 0 0.93 NP 0.93 NP 0.93 NP NP  

Lifestyle Allen R, 2014 Diet and nutrition counseling 6 249/2695 0.68 (0.54-0.86) 0.68 (0.54-0.86) 0.65 (0.48-0.88) 0.699 0 (0-61) (0.61) 0.49-0.95 2 1.40 0.63 1.40 0.63 1.62 0.66 0.66  

Lifestyle Allen R, 2014 Mixed interventions 6 113/1438 0.92 (0.64-1.31) 0.92 (0.64-1.31) 1.00 (0.55-1.79) 0.691 0 (0-61) (0.59) 0.55-1.51 0 0.33 NP 0.42 NP 0.30 NP NP  

Lifestyle Allen R, 2014 All type of interventions 18 588/8712 0.81 (0.69-0.96) 0.81 (0.69-0.95) 1.04 (0.73-1.48) 0.583 4 (0-46) (0.41) 0.64-1.03 2 1.73 0.69 1.71 0.69 0.93 0.24 0.24  

Lifestyle Thangaratinam S 2012 Dietary interventions 6 249/2624 0.68 (0.54-0.86) 0.68 (0.54-0.86) 0.65 (0.48-0.88) 0.788 0 (0-61) (0.55) 0.48-0.95 2 1.41 0.63 1.41 0.63 1.62 0.66 0.66  

Lifestyle Thangaratinam S 2012 Mixed approach 3 16/369 1.40 (0.49-3.95) 1.40 (0.49-3.95) 2.69 (0.55-13.03) 0.948 0 (0-73) (0.37) 0.00-1179 0 0.21 NP 0.21 NP 0.68 NP NP  

Lifestyle Thangaratinam S 2012 All interventions (diet, mixed, PA) 10 272/3072 0.78 (0.56-1.09) 0.72 (0.57-0.91) 0.65 (0.48-0.88) 0.125 22 (0-62) (0.24) 0.40-1.52 2 1.40 0.64 1.02 0.27 1.96 NP NP  
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Calcium  An LB 2015 Calcium supplementation vs placebo 4 754/1452 0.86 (0.69-1.05) 0.89 (0.77-1.02) 0.92 (0.75-1.13) 0.045 37 (0-79) (0.19) 0.42-1.74 1 0.56 0.45 0.87 NP 0.38 0.33 0.33  

Calcium  Tang R, 2015 Calcium supplementation vs placebo 10 1513/2478 0.62 (0.48-0.81) 0.86 (0.78-0.95) 0.94 (0.81-1.09) 0.000 72 (39-84) (<0.01) 0.29-1.32 6 1.64 0.00 4.66 0.53 0.69 0.00 0.00  

Calcium  Tang R, 2015 Low baseline calcium 6 494/1053 0.42 (0.23-0.76) 0.76 (0.63-0.90) 0.92 (0.75-1.12) 0.002 77 (35-88) (<0.01) 0.06-2.75 4 1.42 0.03 4.07 NP 0.42 0.00 0.00  

Calcium  Tang R, 2015 High baseline calcium 2 359/5045 0.70 (0.34-1.44) 0.89 (0.72-1.09) 0.94 (0.76-1.16) NA 74 (NA) (0.05) NA 1 0.28 0.26 1.13 NP 0.15 0.14 0.14  

Calcium  Tang R, 2015 Unknown baseline calcium 2 660/9208 0.47 (0.08-2.84) 0.93 (0.80-1.08) 0.94 (0.81-1.09) NA 72 (NA) (0.06) NA 1 0.22 0.21 1.16 NP 0.18 0.18 0.18  

Calcium  Tang R, 2015 Calcium supplements vs pl (High risk of PE) 4 410/8665 0.36 (0.14-0.98) 0.82 (0.68-1.00) 0.92 (0.75-1.12) 0.021 79 (12-90) (<0.01) 0.01-25.6 3 0.71 0.02 2.53 NP 0.30 0.00 0.00  

Calcium  Tang R, 2015 Calcium supplements vs pl (Normal risk of PE) 6 1103/16122 0.67 (0.48-0.92) 0.87 (0.78-0.98) 0.94 (0.81-1.09) 0.004 72 (8-86) (<0.01) 0.27-1.67 3 0.97 0.06 2.89 NP 0.44 0.01 0.01  

Calcium  Hofmeyr GJ, 2014 Calcium supplements vs pl (Adequate calcium diet) 4 366/5022 0.61 (0.32-1.19) 0.87 (0.72-1.06) 0.94 (0.77-1.16) 0.097 51 (0-82) (0.10) 0.05-6.85 1 0.42 0.36 1.47 NP 0.25 0.22 0.22  

Calcium  Hofmeyr GJ, 2014 Calcium supplements vs pl (Low calcium diet) 8 515/10678 0.35 (0.20-0.64) 0.72 (0.61-0.87) 0.92 (0.75-1.13) 0.000 76 (44-87) (<0.01) 0.06-2.12 5 1.79 0.02 5.54 0.71 0.52 0.00 0.00  

Calcium  Hofmeyr GJ, 2014 Routine high-dose calcium supplements 13 889/15730 0.44(0.31-0.64) 0.78 (0.69-0.89) 0.92 (0.75-1.13) 0.000 70 (41-82) (<0.01) 0.15-1.28 7 2.30 0.00 6.54 NP 0.86 0.00 0.00  

Calcium  Patrelli TS 2012 Adequate calcium intake vs placebo 6 700/9641 0.78 (0.58-1.06) 0.90 (0.78-1.03) 0.94 (0.76.1.16) 0.007 49 (0-78) (0.08) 0.37-1.65 2 0.59 0.11 1.58 0.66 0.39 0.05 0.05  

Calcium  Patrelli TS 2012 Low calcium intake vs placebo 7 474/10154 0.35 (0.18-0.68) 0.77 (0.64-0.92) 0.92 (0.75-1.13) 0.000 75 (34-87) (<0.01) 0.05-2.59 4 1.33 0.03 4.63 0.70 0.46 0.00 0.00  

Calcium  Patrelli TS 2012 Calcium supplements vs pl (high risk) 3 41/346 0.17 (0.07-0.42) 0.17 (0.07-0.42) 0.21 (0.07-0.58) 0.095 0 (0-73) (0.80) 0.00-50.1 2 2.31 0.54 2.31 0.54 2.11 NP NP  

Calcium  Patrelli TS 2012 Calcium supplements vs pl (low risk) 7 515/11059 0.51 (0.30-0.86) 0.77 (0.64-0.91) 0.92 (0.75-1.13) 0.059 75 (32-86) (<0.01) 0.10-2.55 4 1.45 0.04 3.60 NP 0.47 0.00 0.00  

                  
Abbreviations: Random effects, summary risk ratio (95% CI) using random effects model; Fixed effects, summary risk ratio (95% CI) using fixed effects model; Largest effect, risk ratio (95% CI) of the largest study in the meta-analysis; Egger, p-value from Egger's regression asymmetry test for evaluation of publication 

bias; P, p-value; O, observed number of "positive" studies; E, expected number of "positive" studies; NP, not pertinent, because the estimated E is larger than the O, thus there is no evidence of excess statistical significance based on the assumption made for the plausible effect size; PA, physical activity; pl, placebo; NP, 

not pertinent, because the estimated is larger than the observed, and there is no evidence of excess of statistical significance based on the assumption made for the plausible effect size; PE, Preeclampsia; LMWH, low-molecular-weight heparin;  AUAD,  abnormal uterine artery Doppler.  

± Number of studies. 

* Summary random effects risk ratio (95% CI) of each meta-analysis        
† Summary fixed effects risk ratio (95% CI) of each meta-analysis        
‡ Risk ratio (95% CI) of the largest study in each meta-analysis        
§ P-value from the Egger regression asymmetry test for evaluation of publication bias  

|| I2 metric of inconsistency (95% confidence intervals of I2) and P-value of the Cochran Q test for evaluation of heterogeneity 

≠ 95% Prediction Interval            
¶ Observed number of statistically significant studies               
# Expected number of statistically significant studies using the summary fixed effects estimate of each meta-analysis as the plausible effect size            

** P-value of the excess statistical significance test 

¥ Expected number of statistically significant studies using the summary random effects estimate of each meta-analysis as the plausible effect size 

ȣ Expected number of statistically significant studies using the effect of the largest study of each meta-analysis as the plausible effect size 
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Chapter 6 – Risk factors for gestational 

diabetes: An umbrella review of meta-analyses of 

observational studies 
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6.1   Abstract  

Background: Gestational diabetes mellitus (GDM) is a common pregnancy complication, 

defined as glucose intolerance with onset or first recognition during pregnancy, in women 

without diabetes history during pregnancy. The etiology of GDM is multifactorial and has 

not completely been established yet. GDM is a major cause for prenatal morbidity and affects 

approximately 15% of all pregnancies, depending on population characteristics and 

diagnostic criteria used. GDM is also considered to be a risk factor for long-term 

complications such as type 2 diabetes mellitus and cardiovascular disease. Early detection of 

the risk of developing GDM would be vital for its prevention and the long-term 

consequences.  

Objectives: An umbrella review was performed to summarize evidence on the risk factors 

associated with GDM, evaluate whether there are hints of biases in this literature and how 

they manifest and finally identify which of the previously studied associations include 

convincing evidence to support their results. 

Methods: We searched PubMed and ISI Web of Science from inception to July 2017, to 

identify meta-analyses of observational studies examining associations between risk factors 

for GDM. For each meta-analysis we estimated the summary effect size by random-effects 

and fixed-effects models, the 95% confidence interval, the 95% prediction interval, the 

between-study heterogeneity expressed by I2 (considering above 75% as very large), 

evidence of small-study effects and evidence of excess significance bias. 

Results: Twenty-one eligible meta-analyses were identified, providing data on 43 

associations based on 480 primary studies covering a very wide range of risk factors: diet 
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and lifestyle factors, diseases and disorders, infections and a range of biomarkers. Thirty-

eight (88%) associations had nominally statistically significant findings at P<0.05, while only 

14 (32%) were significant at P<10-6 under the random-effects model. Eighteen (42%) 

associations had large or very large heterogeneity. Evidence for small-study effects and 

excess significance bias was found in three (7%) and four (9%) associations, respectively. 

Only five risk factors presented convincing evidence for an association with GDM: vitamin 

D deficiency, low vs. normal BMI (cohort studies), BMI ~30-35 kg/m2 vs. normal BMI, BMI 

>35 kg/m2 vs. normal BMI, and hypothyroidism.  

Conclusions: Vitamin D deficiency, low vs. normal BMI, moderately and severely obese vs. 

normal weight, and hypothyroidism show the strongest consistent evidence. Our findings 

highlight the importance of patient education on diet and lifestyle modifications as candidate 

interventions to reduce the risk of GDM.  
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6.2   Introduction  

Gestational diabetes mellitus (GDM) is a common pregnancy complication, defined as 

glucose intolerance with onset or first recognition during pregnancy, in women without prior 

diabetes history prior to pregnancy (232,453). During the last 20 years the prevalence of 

GDM has increased worldwide and it is expected to continue to rise along with the increase 

in pre-conception obesity and obese pregnant women (454). GDM affects approximately 

15% of all pregnancies worldwide, depending on population characteristics, and this 

prevalence may in fact be higher under the new diagnostic criteria (455,456). GDM is 

associated with an increased risk of maternal and infant morbidity, including macrosomia, 

large for gestational age (LGA), cesarean section delivery and preterm birth, but it is also 

considered to be a risk factor for long-term complications, such as type 2 diabetes mellitus 

and cardiovascular disease in the mother and the offspring (457–460). The etiology of GDM 

is multifactorial and has not completely been established yet. Several risk factors may 

contribute to its onset. Age, being overweight or obese, ethnicity, family history of diabetes, 

and history of GDM are some of the proposed risk factors for GDM (461–464).  

 

To further expand the identification of risk factors for GDM, in the current study we aimed 

to conduct an umbrella review of meta-analyses of risk factors for GDM. We applied the 

methodology of umbrella review, as outlined below, to map all the risk factors that have been 

associated with GDM. Using a standardized approach, we aimed to assess the credibility of 

the findings in order to identify which associations are supported by robust epidemiological 

evidence. 
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6.3   Methods  

This study was performed according to the guidelines for systematic reviews under the 

Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) (102).  

 

We conducted an umbrella review, which is a systematic collection and evaluation of 

multiple systematic reviews and meta-analyses performed on a specific research topic (22). 

An umbrella review brings together comparisons of a large number of existing systematic 

reviews and meta-analyses on risk factors into one accessible and usable document (22,25). 

The methods of performing an umbrella review are standardized and, in this work, we follow 

the same principles used in previously published umbrella reviews across various fields of 

research (265–269). We used a ranking system to grade the evidence from meta-analyses of 

observational studies in terms of the significance of the summary effect, 95% prediction 

interval, and presence of large heterogeneity, small study effects, and excess significance 

bias.  

 

Two researchers (KG and SP) independently searched PubMed and ISI Web of Science from 

inception to July 2017 to identify meta-analyses of observational studies examining 

associations regarding risk factors for GDM. The search strategy used the keywords 

(“gestational diabetes” OR “pregnancy diabetes” OR “pregnancy hyperglycemia” OR “3 h 

abnormal gtt test” OR “insulin during pregnancy” OR “antidiabetics during pregnancy” OR 

“metformin in pregnancy”) AND (“systematic review” OR “meta-analysis”). All identified 

publications went through a three-step parallel review of title, abstract, and full text, 

performed by KG and SP, based on predefined inclusion and exclusion criteria. We also 
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screened the references of the retrieved articles for possible eligible papers. Any 

disagreement was resolved with discussion. 

 

We included meta-analyses of observational studies (i.e., cross-sectional, case-control and 

cohort studies), which investigated risk factors for GDM. Meta-analyses were retained if they 

included at least three studies in which information was provided per included study on a 

measure of association, its standard error, the number of cases and the total population. We 

did not apply any language restrictions in the selection of eligible studies. We included only 

meta-analyses of epidemiological studies in humans. We excluded studies in which risk 

factors were used for screening, diagnostic, or prognostic purposes, or meta-analyses that 

examined GDM as a risk factor for other medical conditions. We also excluded studies on 

women with pre-existing type II diabetes. We excluded systematic reviews and meta-

analyses of genetic risk factors, narrative reviews, letters to the editor, meta-analyses of 

Randomised Control Trials (RCTs), and systematic reviews without a quantitative synthesis 

of data. If an article presented separated meta-analyses on other medical diseases including 

GDM, we only extracted information on the latter. When more than one meta-analysis on the 

same research question was eligible, the meta-analysis with the largest number of component 

studies with data on individual studies’ effect sizes was retained for the main analysis. 

 

Data extraction  

Data extraction was performed independently by two investigators (KG, SP), and in case of 

discrepancies, the final decision was reached by consensus, involving a third investigator, 

when necessary (EE). From each eligible meta-analysis, we extracted information on the first 
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author, year of publication, the examined risk factors, the number of studies included, the 

study-specific relative risk estimates (risk ratio, odds ratio, or standardized mean differences) 

along with the corresponding confidence intervals (CI). Also, we recorded the reported 

summary meta-analytic estimates using both fixed and random effect methods along with the 

corresponding confidence intervals, the total population, and number of cases for each study. 

We also recorded whether the selected meta-analyses applied any criteria to evaluate the 

quality of the included studies.  

 

Statistical analysis 

For each unique meta-analysis, we estimated the summary effect and its 95% CI by using 

both fixed and random effect models (94,270). We also calculated the 95% prediction 

intervals (PI) for the summary random effects estimates, which further accounts for between-

study heterogeneity and indicates the uncertainty for the effect that would be expected in a 

new study examining the same association (271,294). For the largest study of each meta-

analysis, we calculated the standard error (SE) of the effect size and we examined whether 

the standard error was less than 0.10, indicating that the difference between the effect 

estimate and the upper or lower 95% confidence interval is less than 0.20 (i.e. this uncertainty 

is less than what is considered a small effect size), and whether the largest study presented a 

statistically significant effect. 

 

We assessed heterogeneity among studies and we reported the P value of the χ2-based 

Cochran Q test and the I2 metric for inconsistency, which could reflect either diversity or 

bias. I2 ranges between 0% and 100% and quantifies the variability in effect estimates that is 
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due to heterogeneity rather than sampling error (273). Values exceeding 50% or 75% are 

usually considered to represent large or very large heterogeneity, respectively. Confidence 

intervals were calculated as per Ioannidis et al. (274).  

 

Moreover, we assessed whether there is evidence for small study effect (i.e. whether smaller 

studies tend to give substantially larger estimates of effect size compared with larger studies). 

Small study effects can indicate publication and other selective reporting biases, but they can 

also reflect genuine heterogeneity, chance, or other reasons for differences between small 

and large studies (275). We used the regression asymmetry test proposed by Egger for this 

assessment (276). A P value <0.10 accompanied by a more conservative effect in larger 

studies was considered evidence of small-study effects. 

 

We further applied the excess significant test to evaluate whether there is a relative excess of 

formally significant findings in published literature due to any reason (e.g. publication bias, 

selective reporting of outcomes or analyses). This is a chi-squared-based test, in which the 

number of expected positive studies is estimated and compared against the number of 

observed number of studies with statistically significant results (P<0.05) (68). A binomial 

test was then used to evaluate whether the number of positive studies in a meta-analysis is 

too large according to the power that these studies have to detect plausible effects at α=0.05. 

Briefly, a comparison between observed vs. expected is performed separately for each meta-

analysis and it is also extended to groups of many meta-analyses after summing the observed 

and expected from each meta-analysis. The expected number of significant studies for each 

meta-analysis is calculated by the sum of the statistical power estimates for each component 
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study (68). The power of each component study was estimated using the fixed effects 

summary, the random effects summary, or the effect size of the largest study (smallest SE) 

as the plausible effect size (72). The power of each study was calculated with an algorithm 

using a non-central t distribution (278). Excess statistical significance for single meta-

analyses was claimed at P<0.10 (one-sided P<0.05, with observed > expected as previously 

proposed) (68). 

 

We classified risk factors into categories based on biological pathways or types of exposures 

involved: biomarkers, diet and lifestyle factors, diseases and disorders, infections, and other 

factors. We examined excess of statistical significance separately in each of these categories 

as selective reporting bias may arise in different categories of research. The excess of 

statistical significance test was also conducted separately for meta-analyses with I2 values 

less than or equal to 50% and those with I2 values greater than 50%, because values above 

50% typically reflect evidence of large heterogeneity beyond chance (295).  

 

Assessment of epidemiologic credibility 

We characterized as convincing the associations fulfilling the following criteria: they had a 

significant effect under the random-effects model at P<10-6, they were based on evidence 

from more than 1000 cases, the between-study heterogeneity was not large (I2<50%), the 

95% PI excludes the null value, and there was no evidence of small-study effects or excess 

of significance bias. Additionally, associations with more than 1000 cases, a significant effect 

at P<10-6, and a nominally statistically significant effect present at the largest study were 

characterized as highly suggestive. We considered as suggestive the associations with 
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significant effect at P<10-3 and more than 1000 cases. The remaining statistically significant 

associations at P<0.05 under random-effects model were graded as weak associations. All 

authors had full access to all the data in the study. Statistical analysis and the power 

calculations were performed in STATA version 14 (STATA Corp, College Station, TX).  

 

6.4   Results  

Description of Eligible Meta-analyses 

Overall, the literature search identified 673 publications of which 607 were excluded after 

the title and abstract review. Of the 66 articles screened in full text, 15 articles did not report 

the appropriate information for the calculation of excess of statistical significance (either 

because the total sample size was missing or the study-specific relative risk estimates were 

missing), 10 articles were excluded because the outcome of interest was not gestational 

diabetes, 8 because were editorials or narrative reviews, 5 because were meta-analyses of 

RCTs, 5 articles excluded because a larger systematic review or meta-analysis investigating 

the same risk factor was available, and 2 articles were excluded because included only 2 

component studies (Figure 6.1). The 21 eligible papers (339,343,465–483) included data on 

43 different meta-analyses (comparisons) in five broad areas (biomarkers [n=20 

comparisons], diet and lifestyle [n=13 comparisons], diseases and disorders [n=5 

comparisons], infections [n=2 comparisons], and other factors [n=3 comparisons]). There 

were 3 to 40 studies per meta-analysis, with a median of 7 studies. The publication date of 

the eligible articles ranged between 2009 and 2017. The median number of case and control 

participants in each study was 95 and 106, respectively. The median number of case and 



137 

 

control subjects in each meta-analysis was 1596 and 5574, respectively. The number of cases 

was greater than 1000 in 23 meta-analyses (Table 6.1).  

 

Six articles (29%) used the Newcastle Ottawa Scale (NOS) to qualitatively assess the 

included primary studies. Three articles (14%) used the Cochrane Collaboration’s risk of bias 

tool, two articles (10%) used assessment criteria for non-randomized observational studies 

adapted from Duckitt & Harrington, two (10%) articles used the STrengthening the Reporting 

of OBservational studies in Epidemiology (STROBE) Statement, and three (14%) articles 

used other assessment tools. Five papers (25%) did not perform any quality assessment. 

Supplementary Table 6.4 summarizes these 43 meta-analyses, which included 480 individual 

study estimates.  
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Figure 6.1. Flowchart of the included studies
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Table 6.1. Quantitative synthesis and assessment of bias across the 43 associations of risk factors for gestational diabetes 
                   

Area Author, year Comparison Studies Cases/controls Random effects* Largest effect‡ P Random Egger§ I2 (P)|| 95% PI ≠ 

Biomarkers Kong FJ 2017 Betatrophin levels 8 401/421 6.65 (2.12-20.9) 16.5 (9.18-29.8) 1.17 x 10-3 0.191 94 (<0.001) 0.11-411.7 

Biomarkers Fu S 2016 Ferritin (highest vs lowest ferritin levels) (cohorts) 4 214/1662 3.22 (1.73-6.00) 4.98 (1.46-17.03) 2.37 x 10-4 0.953 0 (0.815) 0.82-12.65 

Biomarkers Fu S 2016 Dietary total iron intake 3 1007/13850 1.01 (1.00-1.01) 1.12 (0.87-1.45) 2.78 x 10-8 NA 0 (0.73) 0.99-1.03 

Biomarkers Fu S 2016 Serum ferritin (GMD-women vs non-GMD) 6 403/498 4.89 (2.06-11.58) 6.45 (4.07-10.24) 3.10 x 10-4 0.756 91 (<0.001) 0.22-106.6 

Biomarkers Fernández-Cao JC 2016 Hemoglobin levels 9 792/4393 1.54 (1.18-2.03) 0.81 (0.36-1.82) 1.80 x 10-3 0.752 33 (0.157) 0.81-2.93 

Biomarkers Fernández-Cao JC 2016 Ferritin (highest vs lowest ferritin levels) (mixed) 7 330/5574 2.09 (1.48-2.96) 2.27 (1.20-4.30) 3.27 x 10-5 0.600 1 (0.42) 1.31-3.34 

Biomarkers Kong FJ 2016 Selenium level 7 178/391 0.12 (0.03-0.53) 0.12 (0.06-0.26) 5.00 x 10-3 0.499 93 (<0.001) 0.00-19.81 

Biomarkers Hu S 2016 Serum retinol-binding protein-4 17 647/620 4.38 (2.10-9.14) 1.27 (0.70-2.30) 8.47 x 10-5 0.025 91 (<0.001) 0.18-106.7 

Biomarkers Iliodromiti S 2016 Adiponectin 11 794/2071 6.35 (4.08-9.88) 5.05 (3.55-7.18) 2.44 x 10-16 0.770 71 (<0.001) 1.56-25.9 

Biomarkers Guo CC 2016 DQ2 12 2333/2687 1.36 (1.10-1.66) 0.96 (0.79-1.16) 3.65 x 10-3 0.008 43 (0.06) 0.80-2.30 

Biomarkers Guo CC 2016 DQ6 11 2270/2576 0.81 (0.69-0.94) 0.75 (0.55-1.02) 7.56 x 10-3 0.551 0 (0.743) 0.67-0.97 

Biomarkers Guo CC 2016 DR 13 4 209/225 2.46 (1.02-5.90) 0.73 (0.29-1.87) .04437 0.982 67 (0.03) 0.07-88.5 

Biomarkers Guo CC 2016 DR17 5 329/335 3.16 (1.31-7.64) 3.13 (1.11-8.81) .01054 0.116 69 (0.01) 0.16-62.9 

Biomarkers Yang Y 2015 Thyroid antibodies (cohort) 11 1596/30012 1.07 (0.97-1.19) 1.18 (0.77-1.81) .19124 0.546 0 (0.44) 0.95-1.21 

Biomarkers Yang Y 2015 Thyroid antibodies (case-control) 10 856/2062 1.21 (1.05-1.41) 1.33 (1.09-1.63) .01042 0.402 0 (0.73) 1.02-1.44 

Biomarkers Yang Y 2015 Thyroid antibodies (All studies) 21 2452/32074 1.12 (1.03-1.22) 1.18 (0.77-1.81) .01065 0.485 0 (0.60) 1.02-1.23 

Biomarkers Zhang MX 2015 Vitamin D deficiency 20 1737/7472 1.55 (1.32-1.82) 1.38 (1.05-1.82) 1.04 x 10-7 0.110 16 (0.25) 1.10-2.19 

Biomarkers Aghajafari F 2013 25(OH)D concentration 10 687/3425 1.49 (1.18-1.88) 1.35 (0.77-2.35) 6.74 x 10-4 0.580 0 (0.58) 1.14-1.96 

Biomarkers Wei SQ 2013 25(OH)D5<50 nmol/l 10 623/3503 1.37 (1.11-1.70) 1.20 (0.72-2.00) 3.18 x 10-3 0.147 0 (0.51) 1.07-1.76 

Biomarkers Wei SQ 2013 25(OH)D<75 nmol/l 8 542/3298 1.52 (1.17-1.98) 1.63 (0.79-3.33) 1.64 x 10-3 0.954 7 (0.37) 1.01-2.30 
           

Diet and lifestyle Aune D 2016 Leisure-time physical activity before pregnancy 8 2401/30191 0.78 (0.61-1.00) 0.81 (0.68-1.01) .05027 0.869 47 (0.07) 0.41-1.47 

Diet and lifestyle Aune D 2016 Leisure-time physical activity during pregnancy 5 580/5140 0.97 (0.73-1.28) 0.91 (0.37-2.21) .81601 0.430 0 (0.80) 0.61-1.52 

Diet and lifestyle Torloni MR 2009 Low vs. Normal BMI (cohort) 16 75669/280734 0.75 (0.69-0.83) 0.80 (0.69-0.92) 1.55 x 10-9 0.022 16 (0.27) 0.63-0.90 

Diet and lifestyle Torloni MR 2009 Low vs. Normal BMI (case-control) 3 5957/11651 0.65 (0.51-0.83) 0.61 (0.47-0.81) 4.47 x 10-4 0.572 0 (0.83) 0.13-3.16 

Diet and lifestyle Torloni MR 2009 Overweight vs. Normal BMI (cohort) 17 112880/282458 1.97 (1.76-2.19) 2.29 (2.12-2.47) 8.01 x 10-35 0.521 56 (0.003) 1.44-2.68 

Diet and lifestyle Torloni MR 2009 Overweight vs. Normal BMI (case-control) 3 287/501 2.68 (1.78-4.04) 3.85 (2.30-6.47) 2.33 x 10-6 0.889 40 (0.19) 0.05-138 

Diet and lifestyle Torloni MR 2009 Obese (BMI >30) vs. normal weight 31 56333/308335 3.76 (3.31-4.28) 4.80 (4.43-5.21) 0 0.661 73 (<0.001) 2.23-6.34 

Diet and lifestyle Torloni MR 2009 Obese 1 (BMI ~30–35) vs. Normal weight  6 3087/20901 3.01 (2.34-3.86) 3.21 (2.68-3.85) 8.88 x 10-18 0.612 27 (0.23) 1.71-5.28 

Diet and lifestyle Torloni MR 2009 Obese 2 (BMI >35) vs. Normal weight 7 1747/21001 5.52 (4.28-7.11) 5.10 (3.18-8.19) 0 0.157 7 (0.37) 3.62-8.42 

Diet and lifestyle Torloni MR 2009 Overweight vs. Non-overweight (cohort) 34 174233/391991 2.95 (2.68-3.24) 3.10 (2.91-3.31) 0 0.132 72 (<0.001) 1.97-4.41 

Diet and lifestyle Torloni MR 2009 Overweight vs. Non-overweight (case-control) 10 6214/19567 3.78 (2.49-5.76) 3.06 (2.51-3.73) 5.18 x 10-10 0.248 90 (<0.001) 0.83-17.2 

Diet and lifestyle Torloni MR 2009 Obese vs. non-obese women (cohort) 40 68013/520879 3.36 (3.01-3.74) 3.44 (3.20-3.70) 0 0.724 77 (<0.001) 1.97-5.72 

Diet and lifestyle Torloni MR 2009 Obese vs. non-obese women (case-control) 3 238/922 3.24 (1.28-8.19) 7.49 (4.58-12.3) .01289 0.938 88 (0.001) 0-285401 
           

Diseases/disorders Gong LL 2016 Overt hypothyroidism 3 3444/222161 2.44 (1.08-5.52) 1.88 (1.67-2.12) .03262 0.688 57 (0.10) 0-15039 

Diseases/disorders Gong LL 2016 Subclinical hypothyroidism 6 1859/61708 1.59 (1.32-1.92) 1.49 (1.04-2.13) 1.29 x 10-6 0.208 0 (0.50) 1.22-2.07 

Diseases/disorders Gong LL 2016 Hypothyroidism (all) 7 5770/278609 1.72 (1.51-1.95) 1.88 (1.67-2.12) 4.21 x 10-17 0.137 14 (0.32) 1.35-2.18 

Diseases/disorders Luque-Fernandez 2013 Sleep-disordered breathing 9 673/9122 2.18 (1.59-2.98) 1.44 (0.99-2.10) 1.22 x 10-6 0.011 52 (0.03) 0.95-4.97 

Diseases/disorders Kjerulff LE 2011 Polycystic ovary syndrome 18 2385/89669 2.83 (1.95-4.10) 2.69 (2.33-3.11) 4.63 x 10-8 0.653 52 (0.005) 0.94-8.46 
           

Infections Abariga SA 2016 Periodontitis 10 624/5100 1.66 (1.16-2.36) 1.73 (0.91-3.30) 5.18 x 10-3 0.008 51 (0.03) 0.61-4.49 

Infections Soepnel LM 2016 HIV infection 4 593/1070 0.83 (0.48-1.42) 1.00 (0.37-2.71) .49148 0.472 0 (0.61) 0.25-2.71 
           



140 

 

 

 

 

 

 

 

 

 

 

 

Other Moosazadeh M 2016 Family history of diabetes 33 2697/29134 3.46 (2.80-4.27) 4.36 (2.89-6.58) 5.41 x 10-31 0.861 76 (<0.001) 1.17-10.2 

Other Xu Y 2016 Isolated Single Umbilical Artery 7 1880/490712 1.38 (1.06-1.80) 2.08 (1.47-2.96) .01842 0.569 35 (0.16) 0.73-2.61 

Other Pandey S 2012 IVF/ICSI versus spontaneous conception 6 13399/574391 1.31 (0.98-1.75) 1.55 (1.37-1.75) .07039 0.169 42 (0.13) 0.63-2.72 

                 
Abbreviations: Random effects, summary odds ratio (95% CI) using random effects model; Largest effect, odds ratio (95% CI) of the largest study in the meta-analysis; Egger, p-value from Egger's regression asymmetry test for evaluation of publication bias; P, p-

value; NP, not pertinent, because the estimated is larger than the observed, and there is no evidence of excess of statistical significance based on the assumption made for the plausible effect size;  BMI, Body Mass Index; GDM, gestational diabetes mellitus; PA, 
physical activity.  

* Summary random effects odds ratio (95% CI) of each meta-analysis, except for three meta-analyses (Fu S 2016, Aune D 2016 and Pandey S 2012) where the RR was used.          
‡ Odds ratio (95% CI) of the largest study in each meta-analysis, except for three meta-analyses (Fu S 2016, Aune D 2016 and Pandey S 2012) where the RR was used.         
§ P-value from the Egger regression asymmetry test for evaluation of publication bias  
|| I2 metric of inconsistency and P-value of the Cochran Q test for evaluation of heterogeneity 

≠ 95% Prediction Interval             
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Summary Effect Sizes and Significant Findings 

Of the 43 meta-analyses, 38 (88%) had nominally statistically significant findings at 

P<0.05 using the random effects model. Out of these, a total of 23 (53%) associations 

presented statistically significant effects at P<0.001, while only 14 (33%) remained 

significant after the application of the more stringent p-value threshold of P<10-6 

(Table 6.1). The fourteen risk factors that presented a significant effect for an 

association with GDM at P<10-6 were the following: dietary total iron intake, 

adiponectin, vitamin D deficiency, low vs. normal BMI (cohort studies), overweight 

vs. normal BMI (cohort studies), BMI >30 vs. normal weight, BMI ~30–35 vs. normal 

weight, BMI >35 vs. normal weight, overweight vs. non-overweight women (cohort 

studies), overweight vs. non-overweight (case-control), obese vs. non-obese women 

(cohort studies), hypothyroidism, polycystic ovary syndrome, and family history of 

diabetes. Additional information on all 43 meta-analyses is available online 

(Supplementary Table 6.4). 

 

Across the five areas of risk factors there were differences in the proportion of 

associations that had nominally statistically significant summary effects. Based on the 

random effects calculations at P<0.05, the proportion of studies with nominally 

statistically significant summary effects was: 100% for diseases and disorders, 95% 

for biomarkers, and 85% for diet and lifestyle. On the contrary, this was seen only in 

66% and 50% of the meta-analyses on other risk factors and infections, respectively. 

 

Between-Study Heterogeneity and Prediction Intervals  

Ten (23%) meta-analyses had large heterogeneity estimates (I2 ≥ 50% and I2 ≤ 75%) 

and 8 (19%) meta-analyses had very large heterogeneity estimates (I2 > 75%) (Table 
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6.1). When we calculated the 95% prediction intervals, in 19 (44%) meta-analyses the 

null value was excluded. This included nine biomarkers [ferritin levels, adiponectin, 

DQ6, thyroid antibodies (case-control studies), thyroid antibodies (all studies), vitamin 

D deficiency, 25(OH)D concentration, 25(OH)D5 <50 nmol/l, 25(OH)D <75 nmol/l], 

seven diet and lifestyle factors [low vs. normal BMI (cohort studies), overweight vs. 

normal BMI (cohort studies), BMI >30 vs. normal weight, BMI ~30–35 vs. normal 

weight, BMI >35 vs. normal weight, overweight vs. non-overweight women (cohort 

studies), obese vs. non-obese women (cohort studies)], two diseases and disorders 

(subclinical hypothyroidism, hypothyroidism),  and one other risk factor (family 

history of diabetes) (Table 6.1).  

 

Small-Study Effects and Excess Significance Bias 

Evidence for statistically significant small-study effects (Egger test P<0.10 

and random effects summary estimate larger compared to the point estimate of the 

largest study in the meta-analysis) was identified in 3 of 43 (7%) meta-analyses 

(Supplementary Table 6.4). These included two meta-analyses on biomarkers (serum 

retinol-binding protein-4, DQ2), and one on diseases and disorders (sleep-disordered 

breathing). Four (9%) associations had hints of excess statistical significance bias with 

statistically significant (P<0.05) excess of positive studies under any of the three 

assumptions for the plausible effect size - the fixed effects summary, the random 

effects summary or the results of the largest study (Supplementary Table 6.4). Two 

(3%) of them pertained to biomarkers, one (1%) pertained to diseases and disorders, 

and one (1%) pertained to other risk factors. Table 6.2 shows the results of excess of 

statistical significance bias according to category of risk factor.  
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Table 6.2. Observed and expected number of positive studies by type of risk factor* 

 

Area 

 

 

No. of 

studies 

 

Observed 

positive 

Expected 

positive 

(fixed) † 

 

P‡ 
(fixed) 

Expected 

positive 

(random)§ 

P‡ 
(random) 

Expected 

positive 

(largest)‖ 

P‡ 

(largest) 

Expected 

positive 

(composite) 

¶ 

P‡ 

(composite) 

All  480 268 328 0.00 338 0.00 301 0.00 301 0.00 

Biomarkers  194 73 83.88 0.13 91.75 0.01 71.7 0.88 71.7 0.88 

Diet and lifestyle 183 140 165.7 0.00 166 0.00 165.2 0.00 165.2 0.00 

Diseases & disorders  42 25 32.85 0.01 34.8 0.00 31 0.05 31 0.05 

Infections 15 3 4.16 0.77 5.50 0.28 5.50 0.28 4.16 0.77 

Other 46 27 41.41 0.00 39.9 0.00 27.47 0.88 27.47 0.88 

 

* NP, not pertinent, because the estimated is larger than the observed, and there is no evidence of excess of statistical significance based on the assumption made for the plausible 

effect size. 
 

† Expected number of statistically significant studies using the summary fixed effects estimate of each meta-analysis as the plausible effect size. 

‡ P value of the excess of statistically significant test. All statistical tests were two-sided. 

§ Expected number of statistically significant studies using the summary random effects estimate of each meta-analysis as the plausible effect size. 
‖ Expected number of statistically significant studies using the effect of the largest study of each meta-analysis as the plausible effect size.  

¶ Expected number of statistically significant studies using the most conservative of the three estimates (fixed effects summary, random effects summary, largest study) of each 

meta-analysis as the plausible effect size. 
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Risk factors with Strong Evidence of Association 

After applying our credibility criteria, five risk factors, vitamin D deficiency, low vs. 

normal BMI (cohort studies), BMI ~30–35 vs. normal weight, BMI >35 vs. normal 

weight, and hypothyroidism (all types) presented convincing evidence for an 

association with GDM, supported by more than 1000 cases, P<10-6 under the random 

effect model, no hints for small-study effects and for excess statistical significance, 

not large heterogeneity (I2<50%), and a 95% PI excluding the null value. Seven risk 

factors [overweight vs. normal BMI (cohort), BMI >30 vs. normal weight, overweight 

vs. non-overweight women (cohort), overweight vs. non-overweight (case-control), 

obese vs. non-obese women (cohort), polycystic ovary syndrome, family history of 

diabetes] presented highly suggestive evidence for GDM. Three risk factors were 

supported by suggestive evidence and twenty-three associations presented weak 

evidence (P<0.05). An overall assessment of statistically significant associations for 

GDM is presented in Table 6.3.  
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Table 6.3. Assessment across the statistically significant associations for gestational diabetes 

 

Level of evidence Criteria used Decreased risk Increased risk 

Convincing >1000 cases, a P<10-6, not 

large heterogeneity (I2 <50%), 

95% prediction interval 

excluding the null value, no 

evidence for small-study 

effects b and excess 

significance bias c 

Low vs. Normal 

BMI (cohort) 

Vitamin D deficiency, BMI ~30–35 vs. Normal weight, BMI >35 vs. Normal weight, 

Hypothyroidism (all) 

Highly suggestive >1000 cases, a P<10-6 and 

nominally statistically 

significant effect present at the 

largest study 

 

Overweight vs. Normal BMI (cohort), BMI >30 vs. normal weight, Overweight vs. Non-overweight 

women (cohort), Overweight vs. Non-overweight (case-control), Obese vs. non-obese women 

(cohort), Polycystic ovary syndrome, Family history of diabetes 

Suggestive 

 
>1000 cases, a P<10-3 

Low vs. Normal 

BMI (case-control) 
Dietary total iron intake, Subclinical hypothyroidism 

Weak 

The rest associations with a P 

< 0.05 

Selenium level, 

DQ6 

Betatrophin levels, Ferritin (highest vs lowest ferritin levels) (cohorts), Serum ferritin (GMT-women 

vs non-GMD), Hemoglobin levels, Ferritin (highest vs lowest ferritin levels) (mixed), Serum retinol-

binding protein-4, Adiponectin, DQ2, DR13, DR17, Thyroid antibodies (case-control), Thyroid 

antibodies (All studies), 25(OH)D concentration, 25(OH)D5 <50 nmol/l, 25(OH)D <75 nmol/l, 

Overweight vs. Normal BMI (case-control), Obese vs. non-obese women (case-control), Overt 

hypothyroidism, Sleep-disordered breathing, Periodontitis, Isolated Single Umbilical Artery 

Abbreviations: BMI, Body Mass Index; GDM, gestational diabetes mellitus. 
a P indicates the P-values of the meta-analysis random effects model. 
b Small study effect is based on the P-value from the Egger’s regression asymmetry test (P< 0.10). 
c Based on the P-value (P<0.05) of the excess significance test using the largest study (smallest standard error) in a meta-analysis as the plausible effect size. 
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6.5   Discussion 

Main Findings 

In this umbrella review we evaluated the current evidence, derived from meta-analyses 

on the association between various risk factors for GDM. Overall 43 associations have 

been examined, including biomarkers, diet and lifestyle factors, diseases and disorders, 

infections, and other risk factors. However, only a minority of these associations, had 

strongly significant results with no suggestion of bias, as can be inferred by substantial 

heterogeneity between studies, small study effects, and excess significance bias. Five 

risk factors were supported by convincing evidence, including vitamin D deficiency, 

low vs. normal BMI (cohort studies), BMI ~30–35 vs. normal weight, BMI >35 vs. 

normal weight, and hypothyroidism. Another seven non-genetic risk factors from 

various fields [overweight vs. normal BMI (cohort), BMI >30 vs. normal weight, 

overweight vs. non-overweight women (cohort), overweight vs. non-overweight (case-

control), obese vs. non-obese women (cohort), polycystic ovary syndrome, family 

history of diabetes], achieved highly suggestive evidence for an association with 

GDM. 

 

Interpretation in light of evidence 

It is well-known that maternal weight, as determined from pre-conception BMI, is 

critical on the development of insulin resistance and type II diabetes as well as GDM. 

Our findings show that the more robust associations were related to overweight and 

obesity, as three out of five associations that met the criteria for convincing evidence 

and five out of seven highly suggestive associations were concentrated on maternal 

pre-pregnancy BMI and the risk of GDM. We found that the association between BMI 

~30–35 vs. normal weight, and BMI >35 vs. normal weight was supported by 
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convincing evidence for the risk of GMD, while another five risk factors that examined 

the link between overweight or obesity and GDM were supported by highly suggestive 

evidence. The association of low BMI vs. normal BMI was the only protective factor, 

which it was supported by convincing evidence for protection against GDM (Table 

6.3).  

 

Our findings further support the current guidelines regarding pregnancy weight, 

nutrition and activity, issued from the National Institute for Health and Clinical 

Excellence (NICE), the Institute of Medicine (IOM) and the American College of 

Obstetricians and Gynecologists (ACOG), which they accepted lifestyle change as an 

essential component of prevention and management of GDM (484–486). In the IOM 

report, pre-conception BMI was recognized as an independent predictor factor for 

many adverse pregnancy outcomes for both mother and child, while a BMI within the 

normal range between 18.5–24.9 prior to conception was recommended (484). ACOG 

endorses IOM weight guidelines and encourages weight loss before considering 

pregnancy in overweight and obese women, but has also developed separate 

recommendations for physical activity, recommending exercise for 30 minutes daily 

for all pregnant women (486). NICE recommendations include specific guidelines for 

healthy eating, low-fat diet and moderate physical activity before, during, and after 

pregnancy (485). Our findings are also in agreement with the latest evidence from a 

Cochrane systematic review of RCTs in which a possible reduction in GDM was found 

in women who received diet and exercise interventions during pregnancy compared 

with women who received standard care. Nevertheless, authors concluded that due to 

the variability of the diet and exercise components tested in the included studies, the 

evidence was insufficient to inform practice (487). However, issues of consistency and 
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clarity between reporting definitions and outcomes, could lead to incorrect inferences, 

which in turn may culminate in uninformed and inappropriate treatment choices. 

Likewise, subsequent clinical trials may waste limited resources and fail to confirm 

the previous published results. Large, well-designed, RCTs are needed to confirm the 

effectiveness of pre-conception weight and gestational weight gain reduction and the 

effects of dietary interventions in pregnancy for preventing GDM.  

 

The observed association between obesity and GDM is biologically plausible. Normal 

pregnancy is characterized by a state of insulin resistance defined as an impaired 

response to insulin. This physiological insulin resistance also occurs in women with 

GDM on a background of chronic insulin resistance due to obesity to which the insulin 

resistance of pregnancy is partially additive. Obesity can cause major changes in 

maternal intermediary metabolism, where co-existing conditions associated with 

increased insulin resistance, higher serum lipids, and lower plasma levels of 

adiponectin, appear to play a central role to the development of GDM (488–490). 

Chronic inflammation is another possible explanation for the link between obesity and 

GDM. The exact inflammatory mechanisms involved in the development of GDM are 

not completely understood (491). However, several studies have shown a strong 

association between obesity and inflammatory markers, leading to the recognition of 

obesity as a state of chronic low-grade inflammation (492–497).   

 

The association between vitamin D deficiency and risk of GDM was supported by 

convincing evidence. Even though vitamin D supplementation during pregnancy has 

been shown to have beneficial effects on glycaemia, insulin sensitivity, insulin 

resistance and metabolic profiles (498–500), it remains unclear to date whether routine 
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measurement of vitamin D levels during pregnancy should be recommended and/or 

whether supplementation should be recommended in all pregnant women or only in 

populations with insufficiency (501). Our findings are not compatible with the findings 

from two recent systematic reviews and meta-analyses of RCTs, in which authors 

report no reduction on the risk of gestational diabetes among those taking vitamin D 

supplements versus placebo (402,502). Routine vitamin D supplementation is not 

recommended for pregnant women to improve maternal and perinatal outcomes by the 

World Health Organization (WHO) due to the limited evidence currently available to 

directly assess the benefits and harms of the use of vitamin D supplementation alone 

in pregnancy (503). Although currently there is no specific national evidence-based 

guideline for vitamin D intake or supplementation in pregnancy, yet, existing 

guidelines agree that particular attention should be taken in high-risk groups, including 

vegetarians, women with limited sun exposure (e.g. those who live in cold climates, 

reside in northern latitudes, or wear sun and winter protective clothing), ethnic 

minorities, especially those with darker skin, and obese women (504–508). Proposed 

mechanisms that describe the link between vitamin D deficiency in relation to glucose 

metabolism include; the direct or indirect action of vitamin D on the pancreatic β-cell 

function and modulating insulin secretion by binding its circulating active form, 1,25-

hydroxy vitamin D (1,25(OH)2D3), to a β-cell vitamin D receptor (509–511), as well 

as the influence of vitamin D on insulin resistance through regulation of extracellular 

and intracellular β-cell calcium pools, which is essential for insulin-mediated 

intracellular processes in insulin-responsive tissues (510–513).  

 

The association between hypothyroidism, which includes both subclinical and overt 

hypothyroidism, and risk of GDM, was supported by convincing evidence. Increased 
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levels of human chorionic gonadotropin (hCG) in the first trimester of pregnancy 

directly stimulate the thyroid gland to increase production of thyroid hormone, which 

leads in decreased secretion of thyroid stimulating hormone (TSH) (514). Thyroid 

hormones exert profound effects in the regulation of glucose homeostasis, and 

hypothyroidism can have profound effects on glucose metabolism and insulin 

secretion. Proposed mechanisms that describe the relationship between 

hypothyroidism and gestational diabetes are supported from studies that show that both 

overt and subclinical hypothyroidism can lead to significantly increased insulin 

resistance (515–518). It is possible, therefore, that pregnant women with 

hypothyroidism have further amplified insulin resistance, and consequently an 

increased risk of gestational diabetes (477). Although, these findings would suggest 

that routine screening of thyroid hormones during pregnancy could be essential, 

nevertheless, universal thyroid screening in pregnancy is controversial (519). For 

example, the 2002 practice guidelines from ACOG recommend thyroid testing only in 

symptomatic high-risk pregnant women who have a personal history of thyroid 

disorders, type 1 diabetes or other autoimmune disorders, and do not recommend 

testing in asymptomatic women or women with small goiters (520). The Endocrine 

society recommends screening of pregnant women or those who wish to become 

pregnant and are at “high risk for thyroid illness” (e.g. women over 30 years old, with 

a family history or autoimmune thyroid disease or hypothyroidism, with a goiter, with 

symptoms or clinical signs suggestive of thyroid hypofunction etc.) on the basis of 

their medical history, physical exam, or prior biochemical data (521). On the contrary, 

the American Association of Clinical Endocrinologists (AACE) recommends routine 

thyroid function screening before pregnancy for all patients intended to be pregnant or 

during their first trimester (522).  
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In the current umbrella review, we applied a transparent and replicable set of criteria 

and statistical tests to evaluate and categorize the level of existing observational 

evidence. Although, an impressive 88% of the included meta-analyses report a 

nominally (P<0.05) statistically significant random-effects summary estimate, when 

stringent P value was considered (P<10-6), the proportion of significant associations 

decreased to 32%. Eighteen (42%) associations had large or very large heterogeneity, 

while when we calculated the 95% prediction intervals, which further account for 

heterogeneity, we found that the null value was excluded in about half of the 

associations. Only five of the assessed risk factors found to provide convincing 

evidence, indicating that several published meta-analyses in the field could be 

susceptible to biases and the reported associations in the existing studies are often 

exaggerated.  

 

The ability to modify those factors, mainly those related to overweight and obesity, 

through clinical interventions or public health policy measures remains to be 

established. Furthermore, there is no guarantee that even a convincing observational 

association for a modifiable risk factor would necessarily translate into large 

preventive benefits for GDM if these risk factors were to be modified (523). With 

obesity becoming a global epidemic, the assessment of the strength of the evidence 

supporting the impact of overweight and obesity in GDM could allow the identification 

of women at high risk for adverse outcomes and allow better prevention. Obesity is 

generating an unfavorable metabolic environment from early gestation; therefore, 

initiation of interventions for weight loss during pregnancy might be belated to prevent 

or reverse adverse effects, which highlights the need of weight management strategies 

before conception (188). GDM does not only increase the risk for maternal and fetal 
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complication in pregnancy, but also significantly increases a woman’s risk of type 2 

diabetes, metabolic syndrome (characterized by glucose intolerance, central obesity, 

dyslipidemia, and insulin resistance), and cardiovascular disease (CVD) after 

pregnancy (524–527). 

 

Limitations 

Umbrella reviews focus on existing systematic reviews and meta-analyses and 

therefore some studies may have not been included either because the original 

systematic reviews did not identify them, or they were too recent to be included. 

Statistical tests of bias in the body of evidence (small study effect and excess 

significance tests) offer hints of bias, not definitive proof thereof, while the Egger test 

is difficult to interpret when the between-study heterogeneity is large. These tests have 

low power if the meta-analyses include less than 10 studies and they may not identify 

the exact source of bias (82,275,528). Furthermore, we did not appraise the quality of 

the individual studies on our own, since this should be the responsibility of the authors 

of the original meta-analysis and it was beyond the scope of the current umbrella 

review. However, we recorded whether and how they performed a quality assessment 

of the synthesized studies. Lastly, we cannot exclude the possibility of selective 

reporting for some associations in several studies. For example, perhaps some risk 

factors were more likely to be reported, if they had statistically significant results. 

 

6.6   Conclusion 

The present umbrella review of meta-analyses identified 43 unique risk factors for 

GDM. Our analysis identified five risk factors with convincing evidence and strong 

epidemiological credibility pertaining to vitamin D deficiency, hypothyroidism and 
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BMI (specifically, low vs. normal BMI (cohort studies), BMI ~30–35 vs. normal 

weight, BMI >35 vs. normal weight). Most of these associations have an apparent 

biological plausibility but the exact mechanisms are not fully understood. As 

previously suggested, the use of standardized definitions and protocols for exposures, 

outcomes, and statistical analyses may diminish the threat of biases, allow for the 

computation of more precise estimates and will promote the development and training 

of prediction models that could promote public health. 
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Chapter 6: Supplemental material 

Supplemental Table 6.4. Analytical description of the 43 selected meta-analyses with observed and expected number of "positive" study datasets 
 

                   

Area Author, year Comparison Studies Cases/controls Random effects* Fixed effects† Largest effect‡ Egger§ I
2
 (95% CI) (P)|| 95% PI ≠ O¶ 

E # 

(fixed) 

P**
 

(fixed) 

E ¥ 

(random) 

P**
 

(random) 

E ȣ 

(largest) 

P** 
 
(largest) 

                  
Biomarkers Kong FJ 2017 Betatrophin levels 8 401/421 6.65 (2.12-20.9) 10.5 (7.92-13.9) 16.5 (9.18-29.8) 0.191 94 () (<0.001) 0.11-411.7 8 7.97 1.00 7.82 1.00 8.00 1.00 
Biomarkers Fu S 2016 Ferritin (highest vs lowest) (cohorts) 4 214/1662 3.22 (1.73-6.00) 3.22 (1.73-6.00) 4.98 (1.46-17.03) 0.953 0 () (0.815) 0.82-12.65 2 2.76 0.59 2.76 0.59 3.40 0.11 

Biomarkers Fu S 2016 Dietary total iron intake 3 1007/13850 1.01 (1.00-1.01) 1.01 (1.00-1.01) 1.12 (0.87-1.45) NA 0 () (0.73) 0.99-1.03 2 0.15 0.01 0.15 0.01 0.59 0.10 

Biomarkers Fu S 2016 Serum ferritin (GMD-women vs non-GMD) 6 403/498 4.89 (2.06-11.58) 4.51 (3.50-5.82) 6.45 (4.07-10.24) 0.756 91 () (<0.001) 0.22-106.6 5 5.90 0.10 5.93 0.07 5.99 0.01 
Biomarkers Fernández-Cao2016 Hemoglobin levels 9 792/4393 1.54 (1.18-2.03) 1.53 (1.24-1.89) 0.81 (0.36-1.82) 0.752 33 () (0.157) 0.81-2.93 3 3.58 1.00 3.72 0.74 1.24 0.12 

Biomarkers Fernández-Cao2016 Ferritin (highest vs lowest) (mixed) 7 330/5574 2.09 (1.48-2.96) 2.09 (1.48-2.96) 2.27 (1.20-4.30) 0.600 1 () (0.42) 1.31-3.34 3 5.40 0.05 5.40 0.05 5.79 0.02 

Biomarkers Kong FJ 2016 Selenium level 7 178/391 0.12 (0.03-0.53) 0.21 (0.14-0.30) 0.12 (0.06-0.26) 0.499 93 () (<0.001) 0.00-19.81 6 5.73 1.00 6.52 0.39 6.51 0.40 
Biomarkers Hu S 2016 Serum retinol-binding protein-4 17 647/620 4.38 (2.10-9.14) 2.64 (2.12-3.27) 1.27 (0.70-2.30) 0.025 91 () (<0.001) 0.18-106.7 9 9.77 0.81 14.2 0.00 1.45 0.00 

Biomarkers Iliodromiti S 2016 Adiponectin 11 794/2071 6.35 (4.08-9.88) 6.27 (5.09-7.72) 5.05 (3.55-7.18) 0.770 71 () (<0.001) 1.56-25.9 10 10.6 0.37 10.6 0.36 10.3 0.52 

Biomarkers Guo CC 2016 DQ2 12 2333/2687 1.36 (1.10-1.66) 1.20 (1.06-1.36) 0.96 (0.79-1.16) 0.008 43 () (0.06) 0.80-2.30 4 2.03 0.13 3.91 1.00 0.68 0.00 

Biomarkers Guo CC 2016 DQ6 11 2270/2576 0.81 (0.69-0.94) 0.81 (0.69-0.94) 0.75 (0.55-1.02) 0.551 0 () (0.743) 0.67-0.97 1 2.40 0.48 2.40 0.48 3.52 0.19 
Biomarkers Guo CC 2016 DR 13 4 209/225 2.46 (1.02-5.90) 2.54 (1.62-3.99) 0.73 (0.29-1.87) 0.982 67 () (0.03) 0.07-88.5 2 2.82 0.59 2.71 0.60 0.57 0.10 

Biomarkers Guo CC 2016 DR17 5 329/335 3.16 (1.31-7.64) 2.59 (1.61-4.18) 3.13 (1.11-8.81) 0.116 69 () (0.01) 0.16-62.9 3 4.01 0.26 4.54 0.07 4.51 0.08 

Biomarkers Yang Y 2015 Thyroid antibodies (cohort) 11 1596/30012 1.07 (0.97-1.19) 1.07 (0.97-1.19) 1.18 (0.77-1.81) 0.546 0 () (0.44) 0.95-1.21 1 0.78 0.56 0.78 0.56 1.87 0.70 
Biomarkers Yang Y 2015 Thyroid antibodies (case-control) 10 856/2062 1.21 (1.05-1.41) 1.21 (1.05-1.41) 1.33 (1.09-1.63) 0.402 0 () (0.73) 1.02-1.44 1 1.25 1.00 1.25 1.00 1.90 0.70 

Biomarkers Yang Y 2015 Thyroid antibodies (All studies) 21 2452/32074 1.12 (1.03-1.22) 1.12 (1.03-1.22) 1.18 (0.77-1.81) 0.485 0 () (0.60) 1.02-1.23 2 1.91 1.00 1.91 1.00 2.93 0.76 

Biomarkers Zhang MX 2015 Vitamin D deficiency 20 1737/7472 1.55 (1.32-1.82) 1.53 (1.33-1.75) 1.38 (1.05-1.82) 0.110 16 () (0.25) 1.10-2.19 6 8.04 0.49 8.38 0.37 5.38 0.80 

Biomarkers Aghajafari F 2013 25(OH)D concentration 10 687/3425 1.49 (1.18-1.88) 1.49 (1.18-1.88) 1.35 (0.77-2.35) 0.580 0 () (0.58) 1.14-1.96 2 3.49 0.51 3.49 0.51 2.20 1.00 
Biomarkers Wei SQ 2013 25(OH)D5<50 nmol/l 10 623/3503 1.37 (1.11-1.70) 1.37 (1.11-1.70) 1.20 (0.72-2.00) 0.147 0 () (0.51) 1.07-1.76 1 2.24 0.70 2.24 0.70 1.06 1.00 

Biomarkers Wei SQ 2013 25(OH)D<75 nmol/l 8 542/3298 1.52 (1.17-1.98) 1.53 (1.19-1.96) 1.63 (0.79-3.33) 0.954 7 () (0.37) 1.01-2.30 2 3.09 0.72 3.06 0.72 3.85 0.29 

                  
Diet and lifestyle Aune D 2016 Leisure-time PA before pregnancy 8 2401/30191 0.78 (0.61-1.00) 0.78 (0.67-0.90) 0.81 (0.68-1.01) 0.869 47 () (0.07) 0.41-1.47 4 3.28 0.72 3.25 0.72 2.70 0.46 

Diet and lifestyle Aune D 2016 Leisure-time PA during pregnancy 5 580/5140 0.97 (0.73-1.28) 0.97 (0.73-1.28) 0.91 (0.37-2.21) 0.430 0 () (0.80) 0.61-1.52 0 0.27 1.00 0.27 1.00 0.40 1.00 

Diet and lifestyle Torloni MR 2009 Low vs. Normal BMI (cohort) 16 75669/280734 0.75 (0.69-0.83) 0.77 (0.71-0.82) 0.80 (0.69-0.92) 0.022 16 () (0.27) 0.63-0.90 6 11.2 0.01 11.5 0.00 10.3 0.03 
Diet and lifestyle Torloni MR 2009 Low vs. Normal BMI (case-control) 3 5957/11651 0.65 (0.51-0.83) 0.65 (0.51-0.82) 0.61 (0.47-0.81) 0.572 0 () (0.83) 0.13-3.16 1 1.78 0.57 1.78 0.57 1.96 0.28 

Diet and lifestyle Torloni MR 2009 Overweight vs. Normal BMI (cohort) 17 112880/282458 1.97 (1.76-2.19) 2.05 (1.94-2.15) 2.29 (2.12-2.47) 0.521 56 () (0.003) 1.44-2.68 11 16.2 0.00 16 0.00 16.5 0.00 

Diet and lifestyle Torloni MR 2009 Overweight vs. Normal BMI (case-control) 3 287/501 2.68 (1.78-4.04) 2.66 (1.95-3.63) 3.85 (2.30-6.47) 0.889 40 () (0.19) 0.05-138 3 2.86 1.00 2.86 1.00 2.99 1.00 

Diet and lifestyle Torloni MR 2009 Obese (BMI >30) vs. normal weight 31 56333/308335 3.76 (3.31-4.28) 3.94 (3.75-4.13) 4.80 (4.43-5.21) 0.661 73 () (<0.001) 2.23-6.34 26 31 0.00 31 0.00 31 0.00 
Diet and lifestyle Torloni MR 2009 Obese 1 (BMI ~30–35) vs. Normal weight  6 3087/20901 3.01 (2.34-3.86) 3.06 (2.62-3.56) 3.21 (2.68-3.85) 0.612 27 () (0.23) 1.71-5.28 5 5.79 0.19 5.78 0.20 5.83 0.16 

Diet and lifestyle Torloni MR 2009 Obese 2 (BMI >35) vs. Normal weight 7 1747/21001 5.52 (4.28-7.11) 5.42 (4.36-6.73) 5.10 (3.18-8.19) 0.157 7 () (0.37) 3.62-8.42 6 6.98 0.02 6.98 0.02 6.96 0.03 

Diet and lifestyle Torloni MR 2009 Overweight vs. Non-overweight (cohort) 34 174233/391991 2.95 (2.68-3.24) 2.81 (2.71-2.91) 3.10 (2.91-3.31) 0.132 72 () <0.001) 1.97-4.41 31 33.9 0.00 33.9 0.00 34 0.00 
Diet and lifestyle Torloni MR 2009 Overweight vs. Non-overweight (case-control) 10 6214/19567 3.78 (2.49-5.76) 3.03 (2.68-3.42) 3.06 (2.51-3.73) 0.248 90 () (<0.001) 0.83-17.2 9 9.65 0.30 9.87 0.13 9.67 0.29 

Diet and lifestyle Torloni MR 2009 Obese vs. non-obese women (cohort) 40 68013/520879 3.36 (3.01-3.74) 3.27 (3.14-3.41) 3.44 (3.20-3.70) 0.724 77 () (<0.001) 1.97-5.72 36 40 0.00 40 0.00 40 0.00 

Diet and lifestyle Torloni MR 2009 Obese vs. non-obese women (case-control) 3 238/922 3.24 (1.28-8.19) 3.36 (2.48-4.55) 7.49 (4.58-12.27) 0.938 88 () (0.001) 0-285401 2 2.92 0.08 2.9 0.10 3.00 0.00 
                  

Diseases/disorders Gong LL 2016 Overt hypothyroidism 3 3444/222161 2.44 (1.08-5.52) 1.90 (1.69-2.14) 1.88 (1.67-2.12) 0.688 57 () (0.10) 0-15039 2 2.20 1.00 2.68 0.29 2.17 1.00 

Diseases/disorders Gong LL 2016 Subclinical hypothyroidism 6 1859/61708 1.59 (1.32-1.92) 1.59 (1.32-1.92) 1.49 (1.04-2.13) 0.208 0 () (0.50) 1.22-2.07 3 5.26 0.03 5.26 0.03 5.00 0.06 

Diseases/disorders Gong LL 2016 Hypothyroidism (all) 7 5770/278609 1.72 (1.51-1.95) 1.76 (1.60-1.94) 1.88 (1.67-2.12) 0.137 14 () (0.32) 1.35-2.18 5 6.69 0.04 6.64 0.05 6.78 0.02 
Diseases/disorders Luque-Fernandez 2013 Sleep-disordered breathing 9 673/9122 2.18 (1.59-2.98) 1.80 (1.51-2.14) 1.44 (0.99-2.10) 0.011 52 (0.03) 0.95-4.97 7 4.58 0.18 5.64 0.50 2.91 0.01 

Diseases/disorders Kjerulff LE 2011 Polycystic ovary syndrome 18 2385/89669 2.83 (1.95-4.10) 2.68 (2.36-3.05) 2.69 (2.33-3.11) 0.653 52 () (0.005) 0.94-8.46 8 14.9 0.00 15.4 0.00 14.9 0.00 

                  
Infections Abariga SA 2016 Periodontitis 10 624/5100 1.66 (1.16-2.36) 1.48 (1.17-1.87) 1.73 (0.91-3.30) 0.008 51 () (0.03) 0.61-4.49 3 2.72 0.74 4.03 0.75 4.54 0.33 

Infections Soepnel LM 2016 HIV infection 4 593/1070 0.83 (0.48-1.42) 0.83 (0.48-1.42) 1.00 (0.37-2.71) 0.472 0 () (0.61) 0.25-2.71 0 0.67 1.00 0.67 1.00 0.20 1.00 

                  

Other Moosazadeh 2016 Family history of diabetes 33 2697/29134 3.46 (2.80-4.27) 3.50 (3.17-3.86) 4.36 (2.89-6.58) 0.861 76 () (<0.001) 1.17-10.2 25 32.2 0.00 32.2 0.00 16.1 0.00 
Other Xu Y 2016 Isolated Single Umbilical Artery 7 1880/490712 1.38 (1.06-1.80) 1.43 (1.17-1.75) 2.08 (1.47-2.96) 0.569 35 () (0.16) 0.73-2.61 1 4.96 0.00 4.54 0.01 6.86 0.00 

Other Pandey S 2012 IVF/ICSI versus spontaneous conception 6 13399/574391 1.31 (0.98-1.75) 1.50 (1.34-1.68) 1.55 (1.37-1.75) 0.169 42 () (0.13) 0.63-2.72 1 4.26 0.01 3.22 0.10 4.48 0.00 
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Abbreviations: Random effects, summary odds ratio (95% CI) using random effects model; Largest effect, odds ratio (95% CI) of the largest study in the meta-analysis; Egger, p-value from Egger's regression asymmetry test for evaluation of publication bias; P, p-value; NP, not pertinent, because the estimated is larger 

than the observed, and there is no evidence of excess of statistical significance based on the assumption made for the plausible effect size;  BMI, Body Mass Index; GDM, gestational diabetes mellitus; PA, physical activity.  

* Summary random effects odds ratio (95% CI) of each meta-analysis, except for three meta-analyses (Fu S 2016, Aune D, 2014 and Pandey S 2012) where the RR was used.          
† Summary fixed effects odds ratio (95% CI) of each meta-analysis, except for three meta-analyses (Fu S 2016, Aune D, 2014 and Pandey S 2012) where the RR was used.         
‡ Odds ratio (95% CI) of the largest study in each meta-analysis, except for three meta-analyses (Fu S 2016, Aune D, 2014 and Pandey S 2012) where the RR was used.         
§ P-value from the Egger regression asymmetry test for evaluation of publication bias  
|| I2 metric of inconsistency (95% confidence intervals of I2) and P-value of the Cochran Q test for evaluation of heterogeneity 

≠ 95% Prediction Interval             
¶ Observed number of statistically significant studies                
# Expected number of statistically significant studies using the summary fixed effects estimate of each meta-analysis as the plausible effect size            
** P-value of the excess statistical significance test 

¥ Expected number of statistically significant studies using the summary random effects estimate of each meta-analysis as the plausible effect size 

ȣ Expected number of statistically significant studies using the effect of the largest study of each meta-analysis as the plausible effect size 
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Chapter 7 – Summary and Future Directions 

7.1   Summary of Major Findings  

Currently, biomedical and public health research is conducted on a massive scale, 

where nearly one million articles on humans are published each year (9). Driven by 

the rapid increase in the number of published studies, scientists turn into systematic 

reviews and meta-analyses to summarize the evidence on a research question, using 

multiple related studies in a rigorous and replicable way (10). Although systematic 

reviews and meta-analyses are considered the highest level of evidence and may 

accelerate evidence uptake, their credibility is under threat as most of them appear to 

be either not useful or of uncertain utility (9,529). The problem is that the majority are 

unnecessary (duplicative), inaccurate or misleading due to biases in the methodology 

and selective reporting of results, or they address questions that have no clinical value 

(9,26). The increase in the number of systematic reviews, along with escalating 

demand from policy makers for rapid reviews of research, has driven an increase in a 

newer form of synthesis, umbrella reviews (11,530). An umbrella review can provide 

an overall assessment of the body of evidence that is available on a given topic using 

the data from multiple systematic reviews and meta-analyses (11,25). This 

comprehensive assessment of epidemiological evidence with the goal of providing an 

objective summary of the available data is central not only for understanding the 

reliability of an evidence-base to effective decision making but also as the basis for 

clinical and public health recommendations.  
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This thesis focuses on the systematic assessment of current evidence across the 

published systematic reviews and meta-analyses of clinical entities with a large impact 

on perinatal epidemiology, specifically preeclampsia and gestational diabetes, through 

the performance of umbrella review approach. As previously explained, an umbrella 

review is a new method to summarise and synthesise the evidence from multiple 

systematic reviews and meta-analyses into one accessible publication. We believe this 

evaluation of the quality of research evidence that includes a robust hierarchical 

classification of the published evidence and its interpretation will help to inform 

decision making of clinicians, policy-makers and regulatory bodies as well as to 

researchers looking to contribute to the evidence base through targeted evidence 

synthesis. Additionally, it could also serve for the optimization of preeclampsia and 

gestational diabetes prediction models and identification of the women at high risk.  

 

In Chapter 4, an umbrella review of systematic reviews and meta-analyses of 

observational studies was carried out to summarize evidence on the factors that have 

been associated with preeclampsia, evaluate whether there are hints of biases in this 

literature and how they manifest and finally identify which of the previously studied 

associations include convincing evidence to support their results. Fifty-eight eligible 

papers were identified providing data on 130 associations including 1466 primary 

studies, covering a very wide range of risk factors. Sixty-five (50%) associations had 

nominally statistically significant findings at P<0.05, while sixteen (12%) were 

significant at P<10-6. Sixty-four (49%) associations had large or very large 

heterogeneity. Evidence for small-study effects and excess significance bias was found 

in ten (8%) and twenty-six (20%) associations, respectively. Oocyte donation vs 

spontaneous conception (OR 4.33, 95% CI: 3.11-6.03) had >1000 cases, 95% 
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prediction intervals excluding the null, not suggestive of large heterogeneity (I2<50%), 

small-study effects (P for Egger’s test>0.10), or excess of significance (P>0.05). 

Across the statistically significant genetic risk factors (P<0.05), only PAI-1 4G/5G 

(recessive model) polymorphism was supported with strong evidence for a 

contribution to the pathogenesis of preeclampsia. In addition, another eleven risk 

factors, presented highly suggestive evidence for preeclampsia. The results indicate 

that a large proportion of systematic reviews and meta-analyses of genetic and non-

genetic risk factors for preeclampsia have caveats, which threaten their validity. Only 

oocyte donation vs spontaneous conception and PAI-1 4G/5G polymorphism 

(recessive model) show the strongest consistent evidence for a contribution to the 

pathogenesis of preeclampsia. 

 

In Chapter 5, the evidence from published systematic reviews and meta-analyses of 

randomized controlled trials for preeclampsia prevention was collectively summarized 

and evaluated using the umbrella review approach. Twenty-nine eligible meta-

analyses were identified that included 456 primary studies, providing data on 57 

associations. Twenty-four (42%) associations had nominally statistically significant 

findings at p<0.05, while only 10 (18%) were significant at p<10-3 under the random-

effects model. Sixteen (28%) associations had large or very large heterogeneity. 

Evidence of excess significance bias was found in 15 (26%) associations. After 

applying our classification criteria, the following three interventions were classified as 

Class I level of evidence including low dose aspirin ≤16 weeks of gestation for preterm 

preeclampsia, diet and nutrition counselling and dietary interventions. This analysis 

demonstrated that from the available pharmacologic and non-pharmacologic 

interventions, early administration of low dose aspirin ≤16 weeks of gestation for 
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prevention of preterm preeclampsia, diet and nutrition counselling and dietary 

interventions had the strongest epidemiologic evidence suggesting their effectiveness. 

The findings also highlight the importance of patient education on diet and lifestyle 

modifications in reducing the risk of preeclampsia, as well as the recommendation for 

early administration of aspirin in women at high risk pregnancies. 

 

In Chapter 6, an umbrella review of meta-analyses of observational studies was 

performed to summarize evidence on the protective or risk factors associated with 

gestational diabetes mellitus, evaluate whether there are indications of biases in this 

literature, and identify which of the previously reported associations are supported by 

convincing evidence. Twenty-one eligible meta-analyses were identified, providing 

data on 43 associations based on 480 primary studies covering a very wide range of 

risk factors. Thirty-eight (88%) associations had nominally statistically significant 

findings at P<0.05, while only 14 (32%) were significant at P<10-6 under the random-

effects model. Only five risk factors presented convincing evidence for an association 

with GDM: vitamin D deficiency, low vs. normal BMI (cohort studies), BMI ~30-35 

kg/m2 vs. normal BMI, BMI >35 kg/m2 vs. normal BMI, and hypothyroidism. The 

results highlight the importance of patient education on diet and lifestyle modifications 

as candidate interventions to reduce the risk of GDM.  

 

7.2   Limitations                      

In the present study, we applied the umbrella review approach for summarizing data 

from already published systematic reviews and meta-analyses. This approach takes 

full advantage of building on existing systematic reviews and meta-analyses to 

perform a standardized methodological assessment of the epidemiological credibility 
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of the findings using a wide range of tests and criteria. Although, the present study 

adds an additional level of different and relatively objective critical appraisal and 

evidence grading criteria, some limitations exist that should be considered when 

interpreting the findings.  

 

As with other forms of evidence synthesis, the utility of umbrella reviews will be 

largely dependent on the availability of published systematic reviews and meta-

analyses. Hence, this approach may favour the selection of more commonly and 

readily studied risk factors or interventions, since they are more likely to be included 

in a meta-analysis. Consequently, we cannot eliminate the possibility that some 

promising factors or interventions were excluded, either because were too recent to be 

fulfil the eligibility criteria, or despite having sufficient data, do not have a 

corresponding eligible meta-analysis. However, this possibility is becoming less likely 

in the current era, with systematic reviews and meta-analyses being conducted on a 

massive scale, to the point that for several topics multiple meta-analyses are available 

(9,12). In addition, for most putative risk factors or interventions that are difficult or 

uncommon to study, the current evaluation of evidence is unlikely to be remarkable, 

given the limited data.  

 

Furthermore, we did not appraise the quality of the individual studies directly, since 

this should be the responsibility of the authors of the original systematic reviews and 

meta-analyses, and it was beyond the scope of the umbrella review. Thus, because we 

depended on the original meta-analyses quality assessment, and ultimately the studies 

that they include, we cannot exclude the possibility that deficiencies in the 

methodological quality at each level can compromise the results and conclusions of an 
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umbrella review. Nevertheless, we examine whether the original systematic reviews 

and meta-analyses applied any criteria to assess the quality of the synthesized studies. 

For instance, in Chapter 4, we found that the quality assessment of the primary studies 

was very heterogeneous, and this reflects the lack of standardized quality assessment 

methodologies. In the same Chapter, we have also assessed the quality of the included 

studies of the meta-analysis of the risk factors that presented convincing evidence for 

an association with preeclampsia, using the Newcastle Ottawa Scale and the Q-Genie 

tool. Likewise, in Chapter 5, we noted the conclusions from any evidence classification 

applied by the authors of the original meta-analyses for the interventions presented 

Class I and Class II evidence for preeclampsia prevention. The quality assessment for 

one of the two interventions that presented Class II evidence, namely L-arginine vs. 

placebo, was graded as regular to high quality using the Jadad scale, however, this 

scale is outdated and this needs to be considered in the overall evaluation of the 

evidence.  

 

Statistical tests of bias in the body of evidence, namely Egger and excess of 

significance test, offer hints of bias, not a definitive proof thereof. The Egger test is 

difficult to interpret when the between-study heterogeneity is large, whereas the 

interpretation of the excess of statistical significance test for the results of a single 

meta-analysis, especially in those with few studies, should be cautious because a 

negative test does not exclude potential bias (82). In addition, it is possible that the 

results of studies included in a meta-analysis to have previously been standardized 

(e.g. cleaned or made to follow consistent definitions and adjustments) compared with 

the results presented in each study’s original paper. Such standardization efforts are 
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likely to reduce, if anything, inconsistency and selective reporting bias, whereas the 

last, may be more prominent in the primary study reports. 

 

In Chapter 4, most of the included studies for non-genetic associations were 

retrospective which is indicative of a higher potential for bias inherent in the included 

studies. We address this limitation by performing a standardized methodological 

process for the assessment of the epidemiological credibility of the findings using a 

variety of test, to accomplish the incorporation of all these biases together and provide 

a complete picture of the totality of evidence as it stands today. In Chapter 5, it is 

probable that for some types of interventions, only meta-analyses of observational data 

exist with no respective randomized evidence and these would not have been captured 

by our search. Likewise, even though our analysis in Chapter 5 identified diet and 

nutrition counselling and dietary interventions to had strong epidemiological 

credibility for prevention of preeclampsia, yet, some of the included studies had a large 

proportion of obese pregnant women, therefore our results should be interpreted with 

caution. In addition, due to the heterogeneity of both the pathophysiological pathways 

and clinical presentations of preeclampsia, it is possible that our results to be modified 

based on the presence of the other risk factors such as diabetes and obesity which are 

associated with cardiovascular disease. 

 

7.3   Clinical Implications 

Since the first successful use of donated oocytes in 1984, oocyte donation (OD) has 

become an increasingly more accepted method of assisted reproduction, leading to a 

dramatically increased of OD cycles in Europe and USA (531–533). In nowadays, it 

is considered to be an integral part of infertility treatment, especially to overcome 
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infertility due to advanced age (533). Nevertheless, OD has its own associated risks, 

and this should call for clinician’s special awareness given that OD is becoming 

increasingly prevalent in line with modern living, not only for mothers who are older 

(aged over 45), but also in younger women (534). It is now well documented, that OD 

pregnancies are associated with increased risk of hypertensive diseases in pregnancy. 

In fact, our results showed that OD vs. spontaneous conception have the strongest 

consistent evidence for a contribution to the pathogenesis of preeclampsia. The 

etiology of preeclampsia in donor oocyte pregnancies is yet to be clarified. As 

previously discussed, the most likely hypothesis to explain preeclampsia in OD 

pregnancies has been postulated based on the lack of immunological tolerance of a 

fetus whose entire genome is allogeneic to that of the mother's (533,535). In light of 

these results and regardless of the preeclampsia etiology, a certain number of factors 

should be considered by clinicians.  

 

Before authorizing a reproductive assistance with OD, it seems critical to careful select 

patients. Women should be screened accurately and assess for a certain number of 

preexisting risk factors for preeclampsia, such as hypertension, diabetes, obesity, renal 

disease and chronic infections (535). In the presence of risk factors, counseling by 

fertility experts prior to treatment should be mandatory to advice on the increased risks 

of OD and possible treatment options of any modifiable risk factors (533). 

Furthermore, as multiple pregnancy increases the risk of adverse maternal and fetal 

outcomes, the option of transferring a single high-quality embryo ought to be favored 

(536). Pregnant woman who have conceived using OD need to be categorized as high-

risk patients, and close clinical, ultrasound, and biological monitoring throughout the 

pregnancy and repeated measurement of blood pressure in both arms to identify 
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hypertension is recommended (535,537). In addition to close monitoring of the 

pregnancy, women conceived using OD should, if possible, be under the care of 

obstetricians specializing in maternofetal medicine who will be prepared appropriately 

antenatally for delivery and the puerperium (537). 

 

The recognition of risks associated with OD pregnancies should lead clinicians to 

consider tailored clinical surveillance and possibly preventive strategies such as early 

aspirin therapy (before the 16th week of gestation), which improves deep placentation 

and could prevent or delay the appearance of early preeclampsia (290,409,538). In line 

with previous recommendations from ACOG and NICE, our umbrella review confirms 

and supports the results from the earlier evaluations that early administration of low 

dose aspirin ≤16 weeks of gestation is an effective intervention for prevention of 

preterm preeclampsia. In addition, we demonstrated that from the available non-

pharmacologic interventions, diet and nutrition counselling and dietary interventions 

had the strongest consistent evidence suggesting their effectiveness. It is possible that 

dietary interventions, such as a balanced diet consisting of carbohydrates, proteins and 

fat, calorie-controlled or low-fat diet are effective in modifying metabolic factors such 

as lipid levels, blood pressure, and glycose or reducing gestational weight gain with a 

potential contribution to a lower risk for preeclampsia (418). This highlights the 

importance of patient education on nutrition and lifestyle modifications in preventing 

not only preeclampsia, but other important co-morbidities, such as gestational 

diabetes. 

 

Lifestyle change is an essential component of prevention and management of GDM 

too. Our findings demonstrated that among the non-genetic risk factors for GDM the 
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most epidemiological credible factors were concentrated on maternal pre-pregnancy 

BMI, overweight and obesity. Preconception counseling on the factors associated with 

GDM, the short and long-term risks of GDM, and the importance of healthy lifestyle 

should be incorporated into routine medical care for all women of childbearing 

potential (539,540). With type 2 diabetes becoming a global epidemic, which in part 

related to the epidemic of overweight and obesity in the population, and due to the 

possible complications of undiagnosed gestational diabetes, universal screening for 

this entity is widely practiced and is recommended (541,542). It is important that all 

women to be screened early in their pregnancy for preexisting risk factors associated 

with gestational diabetes (e.g. maternal age, previous GDM, and obesity) as well as 

for other independently predictor factors (e.g. pre-pregnancy BMI) to identify high 

risk women and consequently allow better prevention. Clinicians and other care 

providers should focus together, on how to support pregnant women to make positive 

lifestyle changes from the time of the initial comprehensive medical evaluation. For 

the pregnant categorized as high-risk patients, a close clinical monitoring throughout 

the pregnancy is recommended to maintain a high index of suspicion for associated 

conditions and complications (543,544).  

  

7.4   Future Directions 

With the ever-increasing number of systematic reviews published every day, reviews 

of systematic reviews, aka umbrella reviews can provide a comprehensive assessment 

of the body of information using data from all systematic reviews and meta-analyses 

on a given research topic (11,257). Such reviews emerged only recently, and their 

number is increasing since their content is an attractive way to summarize, evaluate 

and translate large amounts of evidence into one accessible document that can be used 
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by scientists, clinicians, and policy makers to support evidence-based decision-making 

(22,25). This higher-level synthesis of evidence permits an understanding of the spread 

of summary effects, heterogeneity, hints of bias and quality features that affect the 

credibility of the results in different systematic reviews in a whole research field (11). 

They can also bring efficiencies that could lessen research waste and provide 

suggestions on how to improve the design, quality and rigour of future primary studies 

(11,545). Such evaluations can also form the basis for higher level integrative 

documents such as risk assessments, practice guidelines, and decision tools (546).  

 

Notwithstanding their weaknesses, systematic reviews and meta-analyses will 

continue to be extremely influential and have a major value. Their credibility and 

utility are probably better than almost any other type of biomedical article published, 

excluding large randomized trials (19). While the development of methods of higher-

level synthesis such as umbrella reviews is essential to improve evidence-based 

decision-making, this effort needs to happen in tandem with improvements in the 

conduct and reporting of systematic reviews. To achieve this, a coordination amongst 

review teams examining different parts of a broad evidence synthesis is essential. The 

international prospective register of systematic reviews (PROSPERO) is a promising 

new initiative that could play an important role in this coordinated effort through the 

linking of review teams (545). The purpose of this international initiative is not only 

to stimulate collaboration, but also reduce unplanned duplication of research efforts 

and to provide transparency in the review process with the aim of minimizing reporting 

bias (547). As previously described, because most of systematic reviews and meta-

analyses published today are retrospective, explicitly objective methods for the 

conduct of the review, focusing on the control of error, both from bias and random 
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error, are essential to be defined a priori in a protocol (548). That protocol should be 

published or at least registered online (e.g. PROSPERO) so that it can be accessed and 

compared to what is finally published in the completed review. In addition, the 

protocol is important in distinguishing a systematic review from a narrative review 

which can so easily drift by being influenced by what is found in the searches rather 

than remaining focused on the defined question (548).  

 

As previously clarified, the overall validity and quality of a systematic review is 

inextricably linked with the use of accurate synthesis methods and good reporting of 

individual studies (10,21). Although there has been an implosion of guidelines and 

tools to ensure proper reporting and adoption of rigorous methods of systematic 

reviews and meta-analyses, still, many of those being published are poorly conducted 

and reported. Poor conduct can lead to systematic reviews with misleading results, 

while poor reporting prevents users from being able to determine the validity of the 

methods used. Consequently, apart from research waste, the validity of these 

systematic reviews and meta-analyses is diminished which limit their value to guide 

policy-decisions and clinical practice. Strategies are needed to increase the adoption 

of reporting guidelines that may help improve the reliability of this important literature 

in the future. The endorsement of guidelines by journals that would not only 

encouraging their use, but rather implementing systems to monitor adherence is also 

very important (41). In addition, it is vital that clinicians and other healthcare 

specialists, researchers, and editors to be trained with critical appraisal skills to be able 

to distinguish high-and low quality systematic reviews. It is also significant to 

underline the importance of encourage efforts to stop the growing number of 



168 

 

“predatory journals” that publishing anything quickly, with little or no peer review or 

quality control (41). 

 

The pervasive documentation of bias suggests that more should be done to improve 

the quality of the primary evidence that forms the backbone of an evidence base, rather 

than expect from systematic reviews to correct deficiencies after the fact. The problem 

of having so much unreliable and non-useful published medical research could be 

eliminated if we attack at its root, that is by funding, conducting, publishing and 

disseminating more true and useful primary research. There are quite a few ways to 

improve primary evidence in the future. Foremost, if studies were more completely 

and transparently reported according to published guidelines, such as the 

Strengthening the Reporting of Observational Studies in Epidemiology (STROBE), 

Consolidated Standards of Reporting Trials (CONSORT), and the Animal Research 

Reporting In Vivo Experiments (ARRIVE) guidelines, it is possible that many of the 

biases in the scientific literature to be substantially lessened. Although, reporting 

guidelines are often onerous, and authors and editors present challenges to managing 

journal page constraints, nevertheless, they have increased the standardization of 

reporting study results, which help to ensure that critical information is available for 

systematic reviews or other evidence-synthesis studies (530). Lack of standardization 

on reporting of data in individual studies can make quality appraisal difficult when 

conducting a systematic review and has a potential to contribute to missing data (530). 

In addition, despite that many journals require the adherence to specific reporting 

guidelines for a research manuscript to be considered for publication, yet, endorsement 

of reporting guidelines by journals is highly variable, leaving areas for improvement.  
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At the same time, it cannot be stressed enough the need for a system for registering 

animal experiments, analogous to that for clinical trials, which would help to reduce 

publication bias and provide a more informed view before proceeding to clinical trials. 

In addition, there must be a firmer attitude toward insisting on complete systematic 

reviews and meta-analyses of animal studies before embarking in clinical trials. Many 

clinical trials would probably not have gone ahead if all the data had been subjected to 

meta-analysis. Such reviews would also provide robust estimates of effect size and 

variance for adequately powering randomized trials. As previously suggested, the use 

of standardized definitions and protocols for exposures, outcomes, and statistical 

analyses may diminish the threat of biases, allow for the computation of more precise 

estimates which also help improve the evidence in the future. Advancements in 

evidence synthesis such as umbrella reviews and reporting guidelines will ultimately 

improve the quality, scope, and applicability of results and consequently future health 

care research, clinical practice, and public health policy. 
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