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ABSTRACT 

The use of 3D data in face image processing applications can be of utmost importance in developing truly robust face 
image processing systems. However, a limiting factor towards the widespread use of 3D face image processing systems is 
the failure of the 3D scanning technology to become small, robust and cheap. As an alternative, considerable effort has 
been invested in developing 3D face reconstruction methods that allow the generation of a 3D face model based on a 
single face image. In this paper we review example-based 3D face reconstruction methods reported in the literature, 
discuss the limitations of existing methods and outline future trends for further work in this area. 
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1. INTRODUCTION 

Face image processing figures in a wide range of real life applications including security related applications, 
access control, human machine interaction, animation and low-bit communication. Most of the applications 
stated above require the use of robust algorithms capable of dealing with all possible destructing factors that 
may be encountered in face images such as variation due to different imaging conditions and facial 
expressions, the introduction of occlusions and variation in individual facial appearance. 

The increasing requirements for improved and more robust systems initiated significant interest towards 
the development of 3D (instead of 2D) face image processing applications. 3D face data provide an accurate 
representation of the geometry of a face image that is potentially useful for face interpretation tasks. Usually 
facial geometry is coupled with the face texture that provides supplementary information so that a 
comprehensive overall face representation is achieved.  

A limiting factor towards the wide-spread use of 3D face image processing systems is the failure of the 
3D scanning technology to become small, robust and cheap. For this reason along with advances in 3D face 
image processing, considerable effort has been invested in the development of 3D face reconstruction 
systems capable of generating a face 3D model based on a single 2D image obtained using cheap and widely 
available technology such as digital cameras and camcorders. The availability of robust 3D face 
reconstruction methods will enable virtually everybody to implement and use 3D face processing 
applications. 

In the present study we describe the state of the art in the example based 3D face reconstruction that 
uses PCA1-based 3D deformable models. The review is organized as follows: In section 2 we present the 

                                                 
1 PCA = Principal Component Analysis 



PCA 3D deformable models reported in the literature. Subsequently we describe the main methods developed 
for example-based 3D face reconstruction. A discussion and future trends of research in this area are 
presented in section 4. 

2. PCA-BASED 3D MODELS 

PCA-based models are generated by applying PCA on the covariance matrix of the deviations of training 
samples from the mean sample, in order to extract the eigenvectors that define the main modes of variability 
within a training set. As a result of the analysis, training examples can be coded into a low dimensional space 
representing the weights applied to each eigenvector. Eigenvector weights control the deviation of a sample 
from the mean example among the training set in terms of the main modes of variability within the training 

set. New model instances can be generated based on the equation ∑
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model instance, X is the mean example among the training set, xi is the ith eigenvector, iα  are the weights 
applied to each eigenvector (or model parameters) and m is the number of significant eigenvectors within a 
training set. 

The basic method for building PCA-based models has been used for generating shape, texture and 
combined shape and texture deformable 2D or 3D models (Edwards et al. 1998, Blanz and Vetter 1999). In 
the case of a shape model each training sample is represented by the 3D coordinates of all vertices in the 
triangle mesh and in the case of texture models training samples are represented by the RGB intensities of 
each vertex. Figure 1 demonstrates the method for building 3D deformable face models. 

Variations of PCA-based models have been used in various applications including the recovery of 3D 
facial structure based on a 2D face image (Blanz and Vetter 1999, Blanz and Vetter 2002), face recognition 
(Blanz and Vetter 2003), face tracking (Baker et al. 2004, Blanz, Basso et al. 2003}, reconstruction based on 
incomplete data (Basso et al. 2005, Basso et al. 2006, Blanz and Vetter 2002), synthesis of 3D faces (Blanz  
and Vetter 1999), caricaturing (O’ Toole et al. 1997), age progression (Hutton et al. 2001) and face animation 
(Blanz and Vetter 2003).  

3. 3D FACE RECONSTRUCTION 

Example-based 3D face reconstruction methods are statistical methods that use a database of 3D example 
faces to produce a generic morphable model that is deformed to match a novel image of a face (Atick et al. 
1996, Vetter and Blanz 1998, Blanz and Vetter 1999). These methods use usually a single face image as an 
input. Figure 2 demonstrates the general PCA-based 3D face reconstruction method. 

Atick et al. (1996) proposed the first example-based method for reconstructing a 3D face from a single 
image. First, they acquire a database of 200 scans of 3D faces, parameterize all faces in cylindrical 
coordinates and align them using 3D rigid transformations. Principal Component Analysis (PCA) is used to 
compute the eigenvalues and eigenvectors of the training set so that a novel 3D face can be represented using 
the equation ∑ Ψ+=
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and αι are the coefficients that specify the novel 3D face. The authors suggest that for better results training 
samples are grouped in clusters, i.e. males or females so that a gender-specific model is used during the 
reconstruction process. In order to reconstruct the 3D face they use the conjugate gradient optimization 
method for minimizing an objective function that measures the difference between the input image and the 
image produced by the rendered 3D face model instance. 



Vetter and Blanz (1999) also use a PCA-based model for 3D face reconstruction.  During the reconstruction 
process they compute the weights of the shape and texture eigenvectors required for synthesizing a face 
similar to the one shown in a previously unseen face image. The method requires manual initialization so that 
the 3D morphable model and the novel face image are roughly aligned. During the reconstruction process 22 
rendering parameters such as pose, focal length of the camera, light intensity, color and direction are 
estimated. The reconstruction is done using an analysis by synthesis method that minimizes the distance 
function ∑ −=
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the 2D face image generated by projecting a 3D deformable model instance in the two dimensional space and 
E is the reconstruction error. Even though the method focuses on 3D face reconstruction from a single face 
image, the authors show that it is trivial to extend it such that reconstruction is done using multiple face 
images in an attempt to obtain more accurate results. 

Hu et al. (2004) propose a method quite similar to Vetter and Blanz (1999). PCA was used, as in Blanz 
and Vetter (1999) on all faces in the database in order to generate a PCA-based morphable model. The vital 
difference is the fact that this method is completely automatic. Frontal face detection and 2D alignment are 
used to locate the face and 83 facial feature points such as the contour points of the face, left and right eyes, 
mouth and nose. Then the 3D face is reconstructed based on the feature points and the morphable model. A 
major limitation of this method is that it does not attempt to estimate rendering parameters; hence the 
proposed method will not perform well under arbitrary lighting conditions. 

In order to deal with the illumination problem exhibited by all previous work, Lee et al. (2005) use two 
face databases. The first database stores 205 3D face models and the second database stores 2336 faces 
images captured under different illuminations and 3D orientations. All 3D faces are registered to each other 
using 40 feature points and the illumination 2D images are registered to the 3D geometry of the subject faces. 
The first database is used to generate the PCA based model. The second database is used to recover as 
accurately as possible the illumination conditions of the input images. 

4. DISCUSSION AND CONCLUSION 

Reconstructing 3D faces using PCA-based models has proved to be a promising 3D face reconstruction 
method. The main advantage of this method is the ability to reconstruct the 3D structure of a subject’s face 
using a single face image of the subject. Although in principle the problem of 3D reconstruction from a 
single 2D image is an ill-posed problem, the use of a PCA model enables the estimation of the 3D structure 
of a face by augmenting information from a single face image with information pertaining to the 3D 
geometry of a face as learned from the training samples. As a result it is possible to obtain reasonable 
reconstructions using a single face image. However, PCA-based 3D face reconstructions methods exhibit the 
following disadvantages:  
Generation of smoothed faces: In PCA-based models high frequency modes of variations are eliminated in 
favor of more subtle and systematic sources of variation within the training set. As a result PCA-based 
deformable face models generate smoothed faces. In order to overcome this problem and increase the level of 

 

 

 

Figure 1. Block diagram of the method used for 
building 3D PCA-based models. 

Figure 2. The framework for example based 3D 
face reconstruction. 



detail expressed in PCA-based reconstructions Blanz and Vetter (1999) generate local models for different 
areas of the face such as the mouth, nose and eyes. Further work is required in order to deal with this issue. 
Generalization ability: PCA-based models are generated based on a training set; hence they are able to 
reconstruct faces similar to the ones encountered in the training set. For example a PCA-based model will not 
be able to accurately reconstruct the face a subject belonging to a certain ethnic origin, unless subjects from 
the same ethic origin are included in the training set. The issue of generating face PCA-models that can 
efficiently generalize and cope with any faces still needs to be investigated. The non-existence of truly 
diverse 3D face databases is a limiting factor in this effort. 
Mathematical framework: PCA-models rely on PCA analysis, which is a linear transformation. However the 
3D facial appearance often undergoes non-linear transformations hence for better results it is required to use 
non-linear statistical analysis techniques (instead of PCA) in order to produce more specific face models.  
Computational load: Due to the high dimensional search space and due to the considerable time required for 
assessing a candidate solution, the computational load involved in analysis by synthesis 3D face 
reconstructions is significant. As a result PCA-based 3D face reconstruction is not performed in real time. 
Further work is required in order to develop more efficient optimization algorithms in an attempt to minimize 
the computation load involved.   
Performance evaluation: In most cases researchers who investigated 3D face reconstruction evaluated their 
systems in terms of the looks of reconstructed faces. It is desirable to use quantitative evaluation measures for 
assessing the ability of different methods to reconstruct accurately the 3D geometry of a face, rather than the 
ability to produce aesthetically nice results. Work in this area will also enable the accurate comparison of 
different techniques reported in the literature. 
Despite the problems encountered, PCA-based 3D face reconstruction is a promising approach to the 
problem. Due to the increased need for real-time accurate 3D data acquisition using low cost hardware, it is 
expected that work in this area will be reinforced in order to deal with the limitations stated above.  
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