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Automatic age-progression is the process of modifying an image showing the face of a person in order to predict his/her future facial
appearance. In this paper, we compare the performance of two age-progression methodologies reported in the literature against
two novel approaches to the problem. In particular, we compare the performance of a method based on age prototypes, a method
based on aging functions defined in a low-dimensional parametric model space, and two methods based on the distributions
of samples belonging to different individuals and different age groups. Quantitative comparative results reported in the paper
are based on dedicated performance evaluation metrics that assess the ability of each method to produce accurate predictions
of the future/previous facial appearance of subjects. The framework proposed in this paper promotes the idea of a standardized
performance evaluation protocol for age-progression methodologies, using images from a publicly available image database.
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1. INTRODUCTION

Age-progression is the process of deforming the facial ap-
pearance of a subject shown in an image, in order to pre-
dict how the face of the person will look like in the fu-
ture. The ability to produce accurate age-progressed images
is important in a number of key applications including the
localization of missing children, the development of age-
invariant face recognition systems, and automatic update of
photographs appearing in smart documents (i.e., smart id
cards).

Traditionally age progressed images are produced by
forensic artists [1, 2] who use dedicated photo-editing soft-
ware. The process of computer-assisted age progression in-
volves the modification of the shape and texture of a person’s
face in order to reflect cross-population age-related trends
(i.e., changes in face shape and introduction of wrinkles),
coupled with person-specific transformations. In this con-
text, person-specific transformations are defined by the ex-
amination of the aging pattern adopted by close relatives of
the subject. The time and cost involved in generating man-
ually age-progressed face images restrict the use of this tech-
nology in real-life applications.

A number of researchers describe automatic age-prog-
ression systems that can be used for generating age-
progressed images without the need for human interven-
tion. In most studies involving automatic age-progression
methodologies, authors demonstrate the effectiveness of a
method by showing few examples of raw face images and the
corresponding age-progressed images. However, the main is-
sue to be addressed is not the production of aesthetically
pleasing results, but the generation of accurate predictions
of the future facial appearance of the subject to be age-
progressed. In this paper, we describe an experimental evalu-
ation procedure that aims to assess the performance of differ-
ent age-progression methodologies in terms of the accuracy
of age-progressed images. In particular, we compare four

age-progression methods: a method based on age prototypes
[3], a method based on aging functions [4], a distance-based
method, and a method based on support vector machines
(SVMs) [5]. Both the distance-based method and the SVM-
based method rely on the distribution of samples for differ-
ent individuals and different age groups. All experiments are
performed using the FG-NET Aging database [6], which is
publicly available.

mailto:andreas.lanitis@cut.ac.cy


2 EURASIP Journal on Advances in Signal Processing

Our work on comparing the performance of several age-
progression methodologies is among the first efforts to stan-
dardize the process of evaluating age-progression algorithms,
so that it will be feasible to obtain comparative results re-
lated to the performance of different age-progression algo-
rithms reported in the literature. An important aspect of our
work is the formulation of dedicated performance evaluation
metrics that can be used for assessing the accuracy of age-
progressed images.

The remainder of the paper is organized as follows: in
Section 2, we present an overview of the relevant literature;
in Section 3, we describe the image database used in our ex-
periments; and in Section 4, we describe the age-progression
methods to be evaluated. The experimental evaluation pro-
cedure and results obtained are presented in Section 5. Con-
clusions and plans for future work are outlined in Section 6.

2. LITERATURE REVIEW

Rowland and Perret [3] propose an age-progression method
based on age prototypes. Age prototypes are generated by
averaging faces belonging to the same age group. Age-
progression is achieved by adding on a given face image,
differences between age prototypes corresponding to differ-
ent ages. A limitation of this approach is the elimination of
high-frequency artifacts (i.e., wrinkles) during the calcula-
tion of age prototypes resulting in smoothed age prototypes
and consequently in smoothed age-progressed images. In or-
der to overcome this problem, methods for adding high-
frequency details on age-progressed images [7, 8] have been
reported. Since age-progression based on age prototypes is
one of the methods under evaluation, a more thorough de-
scription of the method is provided in Section 4.

Lee et al. [9] describe an age-progression methodology
based on merging 3D face models of young subjects with
3D models of older members belonging to the same fam-
ily. Wrinkles are also added on the blended images using a
method that mimics the physics of wrinkle generation. The
main problem of age-progression systems based on image
merging is the dependency of the results on the composite
image showing the older subject, since in effect aging char-
acteristics of the older subject are transferred to the younger
face.

Boissieux et al. [10] generate typical wrinkle prototypes
for different groups of faces. For example, they generate
wrinkle prototypes for males and females with different ex-
pressions. Based on biochemical data, they define the rela-
tionship between age and wrinkle strength so that it is pos-
sible to define the strength of wrinkles to be added on faces
according to the target age. Given a face to be age-progressed,
the most appropriate wrinkle prototype is chosen so that a
given face is age-progressed by adding wrinkles of appropri-
ate strength from the optimum wrinkle prototype.

Leta et al. [11, 12] establish the correlation of 26 facial
distance measurements with age so that it is possible to pre-
dict how the 26 distance measurements are modified, as a
person grows older. Image warping techniques are used for
modifying the shape of a face in order to inflict age-related

shape deformations specified by the modification of the 26
distance measurements.

Lanitis et al. [4] propose a model-based age-progression
methodology. In this context, parametric functions that re-
late the model-based representation of faces and ages are
established and used as the basis for implementing age es-
timation and age-progression. Because the parametric rep-
resentation of faces discards high-frequency information,
this approach is not ideal for generating high-resolution
age-progressed images. This approach is more appropriate
for modeling distinct age-related facial transformations like
shape variations and major texture variation. A number of
researchers also describe methods based on aging functions
defined either in relation with 2D faces [13, 14] or 3D faces
[15, 16].

In a more recent approach, Scandrett et al. [17] de-
fine both a personal and a consensus aging axis so that
age-progression is achieved as a compounded effect of both
person-specific and global aging trends. The influence of
each axis during the age-progression process is determined
by maximizing the probability that an age-progressed face
belongs to two different distributions: the distribution of
faces at the target age and the distribution of differences
between age-progressed samples and the actual faces of the
same subjects at the target age. Both visual and quanti-
tative results demonstrate the effectiveness of the method.
The distance-based and SVM-based age-progression meth-
ods presented in this paper bear similarities with the method
proposed by Scandrett et al. [17], since in both cases there is
an attempt of reinforcing both person specific and global ag-
ing trends based on the corresponding distributions in a low-
dimensional face space. However, in the approach reported
by Scandrett et al. [17], the formulation of the personal ag-
ing axis requires a number of training samples showing the
same person at younger ages. In our case, the use of person
specific trends is based on a single image of the subject in
question.

Ramanathan and Chellappa [18] estimate the differences
between pairs of images showing the same individual at dif-
ferent ages and pairs of images showing different individuals.
Based on the statistical distribution of the difference vectors,
they demonstrate that it is possible to determine whether a
pair of face images showing subjects at different ages belongs
to the same person. Although the work described in [18]
is mainly related to age estimation and face identification
rather than age-progression, we include it in our review since
the treatment of the topic bears similarities with the distance-
based age-progression technique reported in this paper.

A number of researchers [19, 20] use a coordinate trans-
formation called the “cardioidal strain transformation” in an
attempt to impose age-related transformations on face out-
lines. In a more recent study, Ramanathan and Chellappa
[21] use a modification of the cardioidal strain transfor-
mation coupled with the use of anthropometric measure-
ments. Anthropometric measurements derived from face im-
ages of the same individual at different ages allow the de-
termination of optimum coefficients that can be used for
tuning cardioidal strain transformation coefficients for ap-
plication to different individuals and different age-range
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Figure 1: Sample images from the FG-NET Aging database.

transformations. Ramanathan and Chellappa [21] used the
proposed technique for applying shape-based deformations
on subjects within the age range of 0 to 18 years old.

Given a set of sparse longitudinal face images of a subject,
Geng et al. [22] generate a complete aging pattern showing
images of the subject in successive ages. Aging patterns are
used as the basis for implementing an age estimation system.
In this context, an input face image is inserted in existing ag-
ing patterns at successive positions (candidate ages) and for
each case the aging pattern is coded and reconstructed. Min-
imization of the reconstruction error indicates that the face
is inserted to the position corresponding to correct age of the
face in the input image. Quantitative results show that this
method outperforms other age estimation methods reported
in the literature. The method reported by Geng et al. [22] can
also be used as the basis for implementing age-progression
algorithms.

Few researchers propose the use of support vector ma-
chines (SVMs) [5] in conjunction with age-progression al-
gorithms. Wang and Ling [23] train SVM regressors that
learn the relationship between aging and the displacement
of points located on facial outlines. The resulting SVMs are
used for predicting the point displacements required in order
to generate age-progressed face outlines. Gandhi [7] uses an
SVM regressor for estimating the age of the person in an im-
age. In this case, the SVM regressor relates shape-normalized
facial textures with age. The resulting age estimator is used
for controlling the amount of wrinkles to add on shape-
normalized face textures during age-progression. Scherbaum
et al. [16] describe the use of SVM regressors in an attempt
to define an aging axis in a parametric face space defined by
a morphable 3D model. The resulting functions are used for
implementing a 3D age-progression algorithm.

Geng et al. [22] and Lanitis et al. [4] run face recogni-
tion experiments using age-progressed faces in an attempt
to assess the performance of age-progression algorithms.
However, the results of such experiments depend heavily
on the classifier used, thus this approach cannot be re-
garded as a generic method for assessing age-progression al-
gorithms. Scandrett et al. [17] use the RMS difference be-
tween the shape and the normalized texture of target and
age-progressed faces as a means for assessing the accuracy
of age-progressed faces. However, shape and intensity-based
distance metrics often provide misleading results, since fa-

cial shapes and intensities are affected by other types of facial
variation other than aging. As an alternative to previous at-
tempts for assessing the performance of age-progression al-
gorithms, we propose the formulation and use of dedicated
performance evaluation metrics that can be used as the ba-
sis for evaluating the performance of age-progression algo-
rithms.

3. THE FG-NET AGING DATABASE

For the experiments described in this paper, we have used the
FG-NET Aging database [6]. The FG-NET Aging database is
a publicly available image database containing face images
showing a number of subjects at different ages. The database
has been developed in an attempt to assist researchers who
investigate the effects of aging on facial appearance. The
database contains 1002 images from 82 different subjects
with ages ranging between newborns to 69 years old subjects.
However, ages between zero to 40 years are the most popu-
lated in the database. Typical images from the database are
shown in Figure 1. Data files containing the locations of 68
facial landmarks and the age of the subject in each image are
available.

Images in the database were collected by scanning pho-
tographs of subjects found in personal collections. As a re-
sult, face images in the FG-NET Aging database display sig-
nificant variability in resolution, quality, illumination, view-
point, and expression. Occlusions in the form of spectacles,
facial hair, and hats are also present in a number of images.
Because of the low resolution of the images in the database,
it is not possible to use images from this database for mod-
eling efficiently subtle age-related skin deformations such as
wrinkle related deformations.

So far, the FG-NET Aging database has been distributed
to more than 200 universities and/or research centers, en-
abling in that way a significant number of researchers to carry
out experiments in areas related to age-progression. Apart
from the FG-NET Aging database, the MORPH database
[24] is also publicly available. The MORPH database cur-
rently contains 1724 images from 515 individuals captured
within age intervals ranging from 46 days to 29 years. How-
ever, the number of images per individual is limited to ap-
proximately three images. For our study, we have chosen
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Figure 2: Age prototypes for the age groups 0–5, 5–10, 20–25, 30–
35, 40–45, 50–55, and 60–65 years. Age prototypes are derived using
images from the FG-NET Aging database.

Input
(age = 4)

40-year
prototype

4-year
prototype

Destination

+ − =

Figure 3: Age-progression using age prototypes. An image of a
four-year old is age-progressed to 40 years by adding to the input
image the difference between the age prototypes corresponding to
40-year-old subjects and four-year-old subjects.

to use the FG-NET Aging database since in the FG-NET
database approximately 10 images per subject are available.

4. AGE-PROGRESSION METHODOLOGIES

In this section, we describe the age-progression methodolo-
gies for which we present comparative performance evalua-
tion results. Two of the methods under investigation were re-
ported in the literature, whereas the remaining two are novel
age-progression methods.

4.1. Age-progression using age prototypes

Rowland and Perret [3] propose an age-progression method
based on age prototypes. Age prototypes are generated by
merging the shape and intensities of faces belonging to the
same age group. The face merging process is carried out in-
dependently for shape and texture. In the case of shape, the
merging operation involves the calculation of the mean shape
among a group of faces belonging to the same age group. In
order to get noise-free prototypes, all faces to be merged are
warped to a standard shape and the mean shape-normalized
texture among the constituent faces is estimated. Figure 2
shows typical age prototypes for different age groups. In age
prototypes derived using a large number of samples, indi-
vidual facial characteristics are suppressed in favor of typi-
cal facial characteristics of subjects belonging to the corre-
sponding age group. Differences between age prototypes de-
scribe typical age-related deformations between different age
groups.

Given a previously unseen face to be age-progressed,
Rowland and Perret [3] estimate the difference between the
age prototype corresponding to the current age of the sub-
ject in the given image and the age prototype at the target
age. The estimated difference is added to the given face in
order to obtain an estimate of the future facial appearance
of the given face. During the age-progression process, warp-

Figure 4: Images showing synthetic faces at ages between 0–50 years
produced using aging functions trained using images from the FG-
NET Aging database.

ing operations are used so that operations involving texture
are carried out on shape-normalized faces. Resulting tex-
tures are inverse warped to the appropriate age-progressed
shape. Figure 3 illustrates the age-progression methodology
proposed by Rowland and Perret [3].

4.2. Age-progression using aging functions

Lanitis et al. [4] propose a model-based age-progression al-
gorithm that uses aging functions for modeling aging vari-
ation within a training set. During the training phase, they
generate a statistical appearance face model [25, 26] that de-
scribes the major sources of variability within the training
set. During the process, each face shape in the training set is
represented by the coordinates of 68 landmarks. All training
shapes are aligned and the mean shape among the training
set is established. Image warping is used for warping train-
ing faces to the mean shape so that the shape-normalized
texture from each face is extracted. A statistical appearance
face model is generated by applying principal component
analysis on training shapes and shape-normalized face in-
tensities. Since all training faces are warped to the same
shape, information related to the absolute scale of training
faces is discarded. Although scaling is an important aspect in
age-progression, the use of scale information requires prior
knowledge regarding the scale of faces in the training and test
images—such information is usually not available in images
encountered in most face image processing applications. One
of the most important features of PCA-based face models is
the ability to represent faces using a small number of model
parameters. The coding achieved based on this methodology
is reversible enabling the reconstruction of new faces once the
values of model parameters are fixed. More details related to
the training and use of statistical models of this type are pre-
sented elsewhere [25, 26].

Lanitis et al. [4] convert all training samples into the low-
dimensional model-based representation and define a poly-
nomial function (the so-called aging function) that relates
the model-based representation of each subject to the actual
age;

age = f (X), (1)

where X is a vector of model parameters and f is the ag-
ing function. For the work described in this paper, the aging
function used is a nonlinear polynomial function similar to
the one used in [4]. Once an aging function is established, it
can be used for estimating the age of faces in images and also
for generating typical images showing a face at a desired age.
Figure 4 shows synthetic faces at different ages produced by
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P

Figure 5: Illustration of the distance-based age-progression
method.

using an aging function trained using images from the FG-
NET Aging database.

Given a previously unseen face to be age-progressed,
Lanitis et al. [4] code the face into model parameters and use
(2) for estimating the face model parameters corresponding
to the age-progressed face;

Xnew = Xnow +
[
f −1(agenew

)− f −1(agenow

)]
, (2)

where Xnew and Xnow are the model parameters at the target
and current age, respectively, f −1 is the aging function solved
with respect to the model parameters, agenew is the target age,
and agenow is the age of the face in the input image. Since a
face of a subject at a certain age may undergo other types of
appearance variation (i.e., due to changes in expression, ori-
entation, and illumination), a simulation approach was uti-
lized for determining the solution of the function f −1 [4].
In this respect, f −1 defines the set of the most typical model
parameters for each age within the age range of interest.

4.3. Distance-based age-progression

A successful age-progression system should be able to pro-
duce face images that display typical age-related character-
istics of faces belonging to the target age group and at the
same time retain the individual facial characteristics of the
subject. The two requirements quoted above are graphically
demonstrated in Figure 5, where the distributions of samples
belonging to the same person (id distribution) and the dis-
tribution of samples belonging to the same age (age distribu-
tion) are shown in a 2-dimensional model parameter space
(in reality age and id distributions are defined in a multi-
dimensional space—the distributions shown in Figure 5 are
just used for illustration purposes). If we wish to age progress
a face image belonging to the subject whose distribution is
shown in Figure 5, we need to move the current projection of
the face in the model parameter space (point Xnow) as close
as possible to the center of the target age distribution (point
P). However, at the same time we need to keep the projec-
tion within the vicinity of the id distribution. Based on this
formulation, the optimum new position to move the face is
the point that minimizes both the distance to the center of
the id distribution and the distance to the center of the age
distribution (point Xnew in Figure 5).

In order to implement this method, we use a statistical
face model (similar to the one used in age-progression using
aging functions) as the basis for representing training faces
using model parameters. In our experiments, we need about

55 model parameters for representing a face; hence the age
and id distributions are defined in a 55-dimensional space.
Images from the training set are used for modeling the age
distributions for faces belonging to the same age group, as
multivariate normal distributions in the model space. For
our experiments, we use the same 5-year interval age groups,
as the ones used for generating age prototypes. We also esti-
mate the typical id distribution of model parameters by con-
sidering images from a training set that show the same in-
dividual. In all cases, model parameter distributions are de-
scribed by the centers of the distribution and the correspond-
ing covariance matrices. Given a previously unseen face im-
age to be age-progressed, we first obtain its model-based rep-
resentation (Xnow) [25]. The aim is to define the required dis-
placement (ΔX) of the face parameter vector so that it is pos-
sible to obtain the optimum vector of model parameters that
corresponds to the age-progressed image (Xnew),

Xnew = Xnow + ΔX. (3)

We use a minimization algorithm based on a sequential
quadratic programming method [27] in order to define the
optimum displacement (ΔX) required to minimize the fol-
lowing cost function:

d = dage
(

Xnow + ΔX
)

+ did
(

Xnow + ΔX
)
, (4)

where dage is the Mahalanobis distance between a set of pa-
rameters and the age distribution at the target age and did is
the Mahalanobis distance between a candidate set of param-
eters and the id distribution of the current face:

did =
(

Xnew −Xnow
)

C−1
id

(
Xnew −Xnow

)′
,

dage =
(

Xnew −Xt
)

C−1
age

(
Xnew −Xt

)′
,

(5)

where Xt are the mean parameters of the target age distribu-
tion. Cid and Cage are the identity and age covariance matrices
derived from the training set. Cid and Cage describe the typi-
cal scatter of face parameters for the id and age distributions
so that the calculation of the dage and did distances empha-
size age-related and id-related dissimilarities, respectively.

4.4. SVM-based age-progression

The distance-based age-progression technique presented in
Section 4.3 relies on the assumption that the distributions
of model parameters for different age groups and differ-
ent subjects are normal distributions. As an alternative to
the distance-based approach, we propose an age-progression
methodology that relies on support vector machines as a
means of modeling age and id distributions in the model
parameter space. The rational behind the SVM-based age-
progression method is similar to the rational of the distance-
based approach; age-progression to a target age is done in
such a way so that an age-progressed face belongs to the tar-
get age distribution while retaining the identity of the user.

During the training stage we train age group and id SVM
classifiers using images from the training set. The kernel and
kernel parameters used during the process of training SVM



6 EURASIP Journal on Advances in Signal Processing

classifiers are optimized by splitting the training set into two
subsets so that the first half is used for training the SVMs and
the second half for verification. The best parameters are the
ones for which we obtain the highest correct classification
rates on the verification set, when the SVMs are used in the
“one-against-all” classification scheme. According to the ex-
perimental evaluation, radial basis functions (RBF) kernels
with standard deviation of 30 offer the best performance.

Once an id or age SVM is trained, it is possible to define
an SVM similarity measure that provides a measure of the
probability that an observation belongs to a certain distribu-
tion. The SVM similarity measure between an observation
and a class is defined by the function

SVMsim(X) = wi·ki(X) + bi, (6)

where X is a vector containing a set of face model parameters
and ki(X) is a vector containing the kernel function evalu-
ations of X with respect to each of the support vectors of
the ith class. wi is a vector containing the weights for each
support vector of the ith class and bi contains the bias value
for the ith class. The support vectors, the vector with the
weights (w) and the vector with bias values (b), are defined
during the process of training an SVM classifier. Values of
the SVM similarity measures around the value of one indi-
cate that an observation belongs to the corresponding class,
whereas values close to minus one indicate that an obser-
vation is not likely to belong to the corresponding class. In
order to improve the clarity of presentation of quantitative
results, we scale SVM similarity measures to values between
zero and one where a value of zero indicates high dissimi-
larity, whereas a value of one indicates maximum similarity
between an observation and a distribution.

During the age-progression process, we use an optimiza-
tion algorithm based on a sequential quadratic programming
method [27] in order to define the optimum displacement
(ΔX) required to maximize a similarity measure (sim) that
contains two terms: the age similarity measure (simage) and
the id similarity measure (simid),

sim = simage
(

Xnow + ΔX
)

+ simid
(

Xnow + ΔX
)
. (7)

The age similarity measure is defined as the SVM similar-
ity between a coded face representation and the distribution
of faces at the target age group. The calculation of the age
similarity measure is based on (6).

The id similarity measure aims to preserve the SVM sim-
ilarity values between a face image and all subject id distribu-
tions in the training set, before and after age-progression is
applied. SVM similarity measures between a face and the dis-
tributions belonging to N different subjects from the training
set are indicated in the vector s = (s1, s2, . . . , sN ), where each
element of the s vector is calculated using (6). When we age
progress a face, the similarities between the resulting face and
the N id distributions will be modified to s′ = (s′1, s′2, . . . , s′N ).
In order to preserve the identity of a person during the pro-
cess of age-progression, we aim to minimize discrepancies

between s and s′ by maximizing the id similarity measure
shown in

simid = − 1
N

N∑

i=1

∣∣si − s′i
∣∣. (8)

During the age-progression process, we maximize the objec-
tive function shown in (7) so that the resulting face shows
similarities with faces at the target age group (by maximiz-
ing simage) and also retains as much as possible its personal
appearance (by maximizing simid).

4.5. Age-progression using weighted
objective function

Both in the case of distance-based and SVM-based age-
progression, the objective functions contain an age-related
and an id-related term. Ideally, the importance of each term
should be adjusted according to the age-progression range so
that the smaller the range, the higher the significance of the
id-related term. On the other hand, when we deal with long-
range age-progression the age-related term should dominate
the objective function. In order to deal with this issue, a
weighted objective function is formulated as follows:

d = w∗dage + (1−w)∗did,

w =
∣
∣agenew − agenow

∣
∣

agemax − agemin
,

(9)

where agemin and agemax define the maximum age-
progression range considered in our application. Usually,
agemin and agemax are the minimum and maximum ages in
the training set.

The weighted objective function can be applied both to
distance-based and SVM-based age-progressions. However,
unlike the nonweighted distance-based and SVM-based al-
gorithms, the use of a weighted age-progression method re-
quires an estimate of the current age of the subject to be age-
progressed.

5. EXPERIMENTAL EVALUATION

In order to evaluate the performance of the age-progression
methods described above, we performed an experimental
evaluation using images from the FG-NET Aging database.
The experimental setup and the results obtained are de-
scribed hereunder.

5.1. Experimental setup

All images from the FG-NET Aging database are divided into
two groups: Group A contains all images of subjects with
ids 001-040 (498 images); Group B contains 504 images of
the subjects with ids 041-082. For our experiments, we have
used Group A for training and performing initial investiga-
tions and Group B for testing. We also report results where
the training was performed using images from Group B and
testing on images from Group A.
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Table 1: Results of the preliminary investigation. Figures show the normalized mean similarity between a sample and the correct\incorrect
distributions. Figures in parenthesis show the standard deviation for each case.

Train set Test set
Age similarity (ages) id similarity (ids)

Same age Different age Same id Different id

Group A1 Group A1 0.82 (0.17) 0.18 (0.21) 0.93 (0.11) 0.09 (0.14)

Group A2 Group A2 0.90 (0.16) 0.17 (0.17) 0.94 (0.10) 0.09 (0.14)

Group A1 Group A2 0.63 (0.21) 0.21 (0.21) 0.62 (0.17) 0.13 (0.16)

Group A2 Group A1 0.64 (0.22) 0.18 (0.21) 0.60 (0.17) 0.12 (0.14)

Table 2: Quantitative evaluation results. The figures quoted are the mean-normalized id and age similarity values obtained among the test
set. The figures in parenthesis show the standard deviation of the similarity measures .

Method

Train set: Group A, Train set: Group B,

Test set: Group B (5825 test cases) Test set: Group A (5793 test cases)

ids ages ids ages

No age-progression 0.98 (0.10) 0.05 (0.55) 1.00 (0.05) 0.15 (0.40)

Prototype 0.75 (0.10) 0.30 (0.45) 0.64 (0.25) 0.27 (0.35)

Aging functions 0.92 (0.10) 0.16 (0.50) 0.86 (0.08) 0.22 (0.39)

Distance (Dis)-based 0.41 (0.20) 0.44 (0.35) 0.40 (0.20) 0.45 (0.28)

SVM-based 0.38 (0.29) 0.68 (0.50) 0.43 (0.14) 0.59 (0.30)

Weighted distance
(WDis)-based

0.82 (0.18) 0.36 (0.47) 0.84 (0.20) 0.35 (0.38)

Weighted SVM
(WSVM)-based

0.76 (0.35) 0.44 (0.45) 0.65 (0.27) 0.41 (0.35)

For each subject in the test set, we use one of his/her im-
ages as the reference image and we attempt to predict the ap-
pearance of the subject face at the ages indicated by the rest
of the samples belonging to that subject. For example, if a
subject has five images in the test set at ages 3, 10, 20, 30, and
40 years, we first use the face at 3 years old as the reference
for predicting the appearance of the subject at the age of 10,
20, 30, and 40 years. We then use as a reference the face at
10 years for predicting the subject’s appearance at the age of
three, 20, 30, and 40 years. The procedure is repeated for all
images for all subjects in the test set. It is worth mention-
ing that these tests involve both predictions of the future and
previous facial appearance of a face.

5.2. Performance evaluation metrics

Age-progression accuracy is assessed based on two dedicated
performance evaluation measures: an age similarity measure
and an individual appearance similarity measure. The age
similarity measure (ages) assesses the ability of an algorithm
to produce age-progressed images that display the character-
istics of faces belonging to the target age group. The indi-
vidual appearance similarity measure (ids) assesses whether
age-progressed images display the individual characteristics
of subjects in the corresponding source images.

Prior to the performance evaluation stage, we use all im-
ages from the test set for training separate SVMs for samples
belonging to each age group and each subject in the test set.
The age similarity measure is defined as the SVM similarity
between an age-progressed image and the distribution corre-

sponding to the target age group. Similarly, the id similarity
measure is defined as the SVM similarity between an age-
progressed image and the distribution corresponding to the
subject in the source image. Both the age and id similarity
measures are calculated using (6).

Before we use ages and ids in our performance evalua-
tion process, we performed a preliminary investigation that
aims to assess the suitability of the measures for the pro-
posed application. In our preliminary investigation, we use
images from Group A of the FG-NET Aging database (see
Section 4.1 for more details). All images from Group A of
the FG-NET Aging database were divided into two groups
(Group A1 and Group A2) so that each group contains half
of the images of each of the 40 subjects in Group A. The sepa-
ration of images was done in such way so that each part con-
tains half of the images of each subject and also both groups
contain similar distribution of ages for each subject. In our
preliminary investigation, we use Group A1 for training and
Group A2 for testing and vice versa. We use all images from
the training set for training id and age SVMs. We then calcu-
late the similarity measures between each image and all age
group and id distributions. Since the correct id and age group
of each face is known, it is possible to collect statistics related
to the values of the age and id similarities measures between
the test face and the correct id and age distributions. Simi-
larly, we collect statistics of the similarity measures between
each face and the noncorrect age and id distributions. The
results of the preliminary investigation are shown in Table 1.
According to the results, the similarity measures have higher
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values when we deal with the correct age group or correct
id, when compared to the case that we deal with incorrect
distributions. Therefore, the two measures can be used for
assessing the accuracy of age-progressed faces from a test set.

The formulation of the age similarity measure used dur-
ing age-progression and the formulation of the age sim-
ilarity measure used during performance evaluation are
similar. However, in the case of the measure used during
age-progression, the SVMs involved are trained using images
from the training set, and in the case of performance, evalu-
ation SVMs are trained using images from the test set.

5.3. Experimental results

The results of our experiments are shown in Table 2. Prior
to the application of an age-progression algorithm, the mean
id similarity measure among images in the test set is close to
the value of one, since an unprocessed face image is an undis-
puted member of the corresponding id distribution. On av-
erage, the age similarity measures have values around 0.1 in-
dicating that in most cases the raw faces do not display age
similarities with faces in the target age group. This is expected
since in the majority of cases the age of faces in test images
and the target age belong to different age groups.

In all cases, the application of age-progression algo-
rithms results in decreasing the id similarity between an age-
progressed face and the corresponding id distribution. This
is expected since the application of an age-progression algo-
rithm will modify the appearance of a subject causing dis-
placements from the corresponding id distribution. Ideally,
the decrement in id similarity measure should be minimized.
According to the results, the algorithms based on prototypes,
aging functions, and the weighted methods are doing bet-
ter in preserving the individual appearance in age-progressed
faces.

For all algorithms considered, the resulting images dis-
play improved age similarity with images in the target age
group, indicating that all algorithms tested are capable of in-
flicting age-related deformations on face images. The SVM-
based and distance-based algorithms display better perfor-
mance in generating faces closer to the target age distribu-
tion.

The distance-based and SVM-based algorithms seem to
provide a balanced performance because they achieve more
uniform improvement of both similarity measures. The in-
troduction of the weighted objective function improves sig-
nificantly the id similarity measure, but has a negative impact
on the age similarity measure. When we take into account
the overall performance of each algorithm, the weighted
distance-based and weighted SVM-based algorithms seem to
achieve the best compounded effect in producing higher val-
ues for both the age and id similarity measures. Visual results
of age-progression using all methods considered in the ex-
perimental evaluation methods are shown in Figure 6.

6. CONCLUSIONS

We presented a framework for evaluating the performance
of automatic age-progression methodologies using a pub-
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Figure 6: Examples of age-progressed images generated using dif-
ferent algorithms.

licly available database. For this purpose, we have developed
dedicated performance evaluation metrics that can be used
for assessing the accuracy of age-progressed images. As part
of our experiments, we compared the performance of two
age-progression methods reported previously in the litera-
ture and two novel age-progression methods.
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6.1. Comparing age- progression methodologies

According to the experimental results, the weighted distance-
based and the weighted SVM-based methods produced the
best overall results. However, the use of methods based on a
weighted objective function implies that the age of the face
in an input image is known. In the cases that such informa-
tion is not available, the age of the face in the input image
needs to be estimated automatically. Bearing in mind that
automatic age-estimation methods [22, 28] yield error rates
of about five years, it is expected that in real applications the
performance of the weighted methods will deteriorate. Sim-
ilarly, the performance of aging based on prototypes and ag-
ing functions will also deteriorate as in both cases an estimate
of the current age of the subject is required. In contrast, the
distance-based and SVM-based methods do not require such
information; hence in totally automatic mode of operation
they could outperform other methods.

The method based on age prototypes operates directly
on images hence it is possible to produce more realistically
looking age-progressed images. However, the method based
on prototypes is affected considerably by occlusions and the
quality of the face image to be age-progressed. Images from
the FG-NET Aging database are not ideal for use in conjunc-
tion with age-progression algorithms based on prototypes.

Model-based approaches discard subtle image artifacts
and noise in favor to systematic sources of variability en-
countered in the training images. Since during the model
building process all images are warped to a standard shape,
the effects of limited variation in 3D face orientation do
not cause severe distortions in the texture of faces images
considered. Variation related with 3D orientation is usually
explained by few shape-related modes of variation in the
training set, which are isolated implicitly during the training
process. Hence, model-based methods are more applicable
when dealing with noisy and unconstrained images. How-
ever, when dealing with an application where we need to gen-
erate aesthetically pleasing results, model-based approaches
need to be augmented with methods that add high-frequency
artifacts on age-progressed images [7, 8] in order to improve
the realism of age-progressed faces.

The use of the FG-NET Aging database provides a de-
manding test for age-progression methodologies. The pres-
ence of other types of facial appearance variation other than
variation due to aging in images from the FG-NET Aging
database makes the database a useful tool for testing the
robustness of age-progression systems. Algorithms capable
of performing well when tested on images from the FG-
NET Aging database should also achieve acceptable perfor-
mance when tested using images captured under noncon-
trolled conditions.

6.2. Future work

In the experiments described in this paper, we did not take
into account the diversity of aging variation in different
groups of subjects. It has been demonstrated that males and
females and in general different subjects may adopt differ-
ent aging patterns [13, 15]. In order to take into account the

diversity in aging patterns, we need to generate age proto-
types/age distributions for different clusters of subject groups
from the training set. In the future, we plan to produce eval-
uation results in the cases that techniques for dealing with
diverse aging effects are used.

The work described in this paper presents our prelimi-
nary work towards the establishment of a concrete test bench
for testing the performance of age-progression systems. In
the future, we plan to include in our experimental evaluation
other automatic age-progression techniques reported in the
literature.

Although the FG-NET Aging database is a useful tool for
testing age-progression algorithms, it is not ideal for train-
ing such systems. Especially for ages higher than 40 years, the
number of images available is limited and as a result the pro-
cess of training age-progression systems that deal with that
range of ages is inhibited. In the future, we plan to add and
make available more images in order to improve the FG-NET
Aging database.

6.3. Conclusion

We have presented a comparative experimental evaluation of
age-progression algorithms. Our ultimate aim is to provide a
standardized methodology for evaluating the performance of
age-progression systems, in order to support and facilitate ef-
forts of researchers who deal with this face image processing
problem. The formulation of dedicated performance evalu-
ation metrics and standardized performance evaluation pro-
tocols is of utmost importance for the future development
of improved age-progression algorithms. We believe that the
work reported in this paper will provoke interest for this par-
ticular topic so that researchers working in the area of age-
progression and in general in the area of face image process-
ing will benefit.
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