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Abstract

Billion digital images are uploaded every single day on the Internet and especially on social media. It is
vital to develop effective and efficient methods that allow the retrieval of those images according to users’
demands. Among the approaches that have been proposed for digital image retrieval is Automatic Image
Annotation (AIA). AIA techniques automatically learn the visual representation of semantic concepts
from a number of image samples, and use these concept models for tagging new images.

Learning good concept models requires representative pairs of imagetags. Manual annotation is a hard
and timeconsuming task since a large number of images are necessary to create effective concept models.
Moreover, human judgment may contain errors and subjectivity. Therefore, it is highly desirable to
find ways for automatically creating training examples, i.e., pairs of images and tags. Contemporary
social media, such as Instagram, contain images and associated hashtags, providing a source of indirect
annotation. Instagram is a photooriented social media platform where users upload images and describe
them with hashtags; thus, it might be a rich source for automatically creating pairs of imagetags for AIA.

The thesis focuses on investigating Instagram images and hashtags as a field for AIA purposes. This
primary research question is further analyzed through several studies: we define the portion of Instagram
hashtags that are related to the visual content of images they accompany and we develop a methodology
to locate stophashtags, i.e., common nondescriptive hashtags. We also employ the HITS algorithm in a
crowdsourcing environment in order to filter Instagram hashtags and locate the ones that correspond to the
visual content of Instagram images they accompany. Topic modelling of Instagram hashtags is introduced
as a means for retrieving Instagram images in the traditional textbased information retrieval approach
while transfer learning, utilizing filtered Instagram data (pairs of images and hashtags) is applied for a
contentbased image retrieval scenario.

Keywords: Machine Learning, Deep Learning, Automatic Image Annotation, Crowdtagging, Crowd
sourcing, Instagram, Hashtags, HITS algorithm, Topic Modelling, Transfer Learning
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According to its inventor, the World Wide Web is a collection of documents where every user has access
to the appropriate technology to search and locate documents or media. The Web also provides users
with news and updates for anything they wish to know [8]. With Web 2.0, the next generation of Web,
users can not only search for information but also provide their content, cooperate, communicate, and
transfer knowledge. As a result of Web 2.0 technologies, digital data are growing every second, and the
users face the socalled “information overload” problem. Intelligent search engines and recommender
system techniques try to solve this problem. Contemporary Search Engines are pretty successful in text
retrieval [9], but this is not the case for image (andmultimedia information) retrieval where the availability
of accurate and descriptive manually inserted metadata is of primary importance. So, image / multimedia
retrieval is more complicated than text retrieval and still open for further research [10].

The traditional approach for image retrieval is textbased, and it was first introduced in the late 1970s
when databases containing images with descriptive texts to perform effective image retrieval [11] were
developed. Modern search engines still follow the text retrieval paradigm because they use techniques
for document indexing. For this purpose, they have to relate images with specific keywords or textual
description. Textual description of images is usually based on the web page, or the document, containing
the corresponding photos and includes HTML alternative text, the file names of the pictures, captions,
metadata tags, and surrounding text [12]. However, the assumption that the surrounding text is related to
the nearby images and describes their visual content is not always valid. In addition, there are thousands of
image collections / databases and millions of image files without related text (either container HTML file
or surrounding text): photographs (old and new), medical images, etc. According to the known English
proverb “ a picture is worth a thousand words”, but you need to locate this picture first to understand the
words! And to locate this picture, you need words that describe its visual content! Manual annotation
of these images is required to allow textbased retrieval. This, in turn, requires time, money, and huge
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effort in order for humans to annotate large image collections. Moreover, human perception of the visual
content of an image, not owned by them, is highly subjective. The annotation of image content is also
affected by people’s background and mood [11].

Due to the previously mentioned difficulties on image retrieval, a new approach was introduced: Content
based image retrieval. In this approach, photos are retrieved based on visual based features such as colour,
texture, shape, etc., and it is usually example based (query by example), that is an example of the picture
we are looking for is given, and similar (in terms of lowlevel features) images are returned. However,
this approach has two main drawbacks:

• Users are familiar with retrieving images based on text queries. Queries based on text describe the
user needs at the semantic level instead of feature level.

• Queries based on text can better describe what the user wants to retrieve than contentbased image
retrieval. For example, imagine a user that is looking for images containing dogs. Suppose that
the user submits, as an example for the system, a photo containing a dog and a tree. Based on that
photo, the system can retrieve images containing only trees and not the dog, which is the subject
the user wanted. Therefore, it is difficult for the system to understand what the user wants: a tree
or a dog? In the case of textbased retrieval, a query such as “dogs” is clear, and the system can
bring to the user the desired photos.

To overcome the gap between contentbased retrieval, which is associated with lowlevel features, and
humans that use highlevel concepts for their search, Automatic Image Annotation (AIA) was proposed.
In AIA, computer systems automatically assign tags in the form of captions or keywords to images [13].

1.1 Aims and Objectives

The current thesis focuses on the development of learningbased AIA techniques that use Instagram im
ages and hashtags as training sets. It covers different aspects of current research in the area, including
crowdsourcing, natural language processing, creation of training sets, and machine learning methodolo
gies. It also proposes the idea of using a social media platform for automatic image annotation purposes:
The purpose of AIA is to assign a few relevant words in a limited vocabulary to the images without la
bels [14]. Instagram is a photooriented social media platform where users share their images and videos
and associate them with hashtags, words with hash symbol #, to describe their visual content but also
their emotional state. So, in Instagram, we have images and annotations; this means that we can develop
training sets to learn concept models, encoding visual representations, for AIA and then automatically
use these concept models to assign keywords to other (unseen and nonannotated) photos. In summary:
with the approach mentioned above, we can create databases with representative examples of imagetag
pairs overcoming the problems (and need) of manual annotation.

1.2 Research Questions

The research conducted in the current thesis is mostly an empirical one and was formulated on the basis
of seven axes expressed via the following research questions:
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1. Is Instagram the best social media platform for research related to AIA? Why not, for example,
Facebook or another social media platform?

2. Can we use Instagram hashtags to create imagetag pairs for training machine learning approaches
for Automatic Image Annotation? What is the portion of Instagram hashtags that are related to the
visual content of the associated images?

3. Can we identify Instagram hashtags that are common across images showing different and indepen
dent concepts, thus, being nondescriptive? Such hashtags should be filtered out for AIA purposes.

4. Can we identify descriptive Instagram hashtags with the aid of graphbased algorithms?

5. Can we find descriptive Instagram hashtags with the help of contemporary topic modeling tech
niques?

6. Is there any correlation between the color contents of Instagram images and their filtered hashtag
sets?

7. Are the phototag pairs we managed to create after filtering out the irrelevant hashtags appropriate
for creating training sets for AIA?

1.3 Contribution

A summary of the contributions of the current thesis, along with the related work published in scientific
journals and in the proceedings of international conferences, is listed below:

1. We enter the idea of using social media platforms in AIA framework. In social media, users upload
photos and annotate them with hashtags. So we can exploit it and create training data sets for AIA.
The rational behind this is that the owner of a photo can describe it better than the experts. So we
have quality data to use it for AIA.

2. An indepth investigation of the hashttags that are related to the visual content of the images they
accompany. Not all the hashtags the owners use for the images they post on Instagram are related
to their visual content. A methodology to estimate the percentage of the hashtags that are related
to the visual content of the accompanied images was proposed [15, 16].

3. Among the hashtags we noticed the same nondescriptive (i.e., #f4f, #instagood) in post from inde
pendent subjects/hashtags (i.e.#dog, #lion). We called these hashtags stophashtags, and we propose
an innovative methodology to locate these hashtags that can be used not only on Instagram but in
other social media like Twitter [17].

4. Using the graph theory, we propose a solid methodology for tag filtering, which applies not only in
AIA but also in many other fields that pertain to direct or indirect interaction among two types of
entities. Using the HITS algorithm in a crowdsourcing environment, we filtered irrelevant hashtags
and kept only those related to the image’s visual content. The experimental results showed high
precision [18, 19].

5. Using the topic modelling approach for tag filtering. We propose a methodology that with the help
of topic modeling we can identify the relevant hashtags for a category of Instagram photos [20–22].
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1.4 Structure of the Thesis

In Chapter 2 we present the basic framework for the thesis, and we analyze the image retrieval method
ologies focusing on automatic image retrieval. Chapter 3 provides a review of the literature covering
the research questions of the thesis. In that chapter we give an overview of the existing literature and
research related to hashtags, training datasets for automatic images annotation, common nondescriptive
hashtags, HITS algorithm, topic modeling, image, and hashtag distance measure, and transfer learning.
In Chapter 4 we analyze the methodology for the study, including a description of the research design
for each research question. In Chapter 5 we describe the data collection and results for each research
question. In Chapter 6 we summarize the significant findings of the thesis and propose future research
directions.

1.5 Summary

In Chapter 1 we have detailed the aim and objectives of the thesis and we have introduced the seven re
search questions that guide the study. In Chapter 2 we analyse the contemporary image retrieval method
ologies emphasizing onAutomatic ImageAnnotationwhich is the central concept of the thesis. Moreover,
we describe crowdsourcing, deep learning, and transfer learning concepts which are also related to our
research. Finally, we analyze the reasons Instagram was chosen as a social media platform for Automatic
Image Annotation.

4



Chapter 2

Theoretical background
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The WorldWide Web brings the global information universe to the user through the appropriate use of
technology. The Web was invented in 1989 by Tim Berners  Lee, in an effort for people who worked in
CERN to communicate and share information, equipment, and software across groups [23]. The easy use
of the Web made it the most successful Internet service. The next generation of the Web, known as Web
2.0, provides the user with a dynamic environment. Web 2.0 allows users not only to search for informa
tion but also to create their content and interact with other users; that is, collaboration, communication,
and information sharing.

The name Web 2.0 was first referred to by Darcy DiNucci in an article published in Print Magazine,
but became popular from Tim O’Reilly in 2004 when he used it in a conference1 and an article he pub

1http://www.paulgraham.com/web20.html#f1n
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lished [24]. In Web 2.0 we see the vision of McLuhan [25], Negroponte [26] and Dertouzos [27] for
recreation of the world in a global village, becoming a reality [28].

Web 2.0 had, as a result, an impressive increase of online data and led to today’s big data era where 2.5
Exabytes of data are produced per day [29]. Moreover, the advent of “Internet of Things”2 contributed
an even higher amount of data. During 2020 data production reached 44 zettabytes which is 10 times
higher than the data (4.4 zettabytes) produced in 2013. These numbers show that every two years, the
amount of data that is produced doubles. The most significant part of those data corresponds to visual
information, including digital images.

2.1 Image retrieval

On the Web, the user can locate a variety of digital data forms: text, images, sounds, videos, and anima
tions. The ability of current handheld devices, such as smartphones and digital cameras, to connect to the
Internet and publish images and videos explains the fact that the amount of online digital images contin
uously increases. Users of social media such as Facebook, Instagram, and Twitter, upload and publish
images at a breathtaking rate; the amount of images produced every day is inconceivable. As a result,
effective and efficient image retrieval techniques and systems that respond to the user needs are of high
importance, and the ongoing research in digital image retrieval is very active.

Figure 2.1: Textbased image retrieval. The query used for that example was parthenon

Manning et al. define information retrieval as: “Finding material (usually documents) of an unstructured
nature (usually text) that satisfies an information need from within large collections (usually stored on
computers)” [30]. Image retrieval, on the other hand, is the process of trying to locate, from a repository,
images that respond to the need of the user [2]. Image retrieval methods fall within two basic categories:
textbased and contentbased. The textbased techniques are inspired by document retrieval using key
words, while in contentbased retrieval, an image is given as an example, and the system analyses the
example (target) image and retrieves similar images according to its visual content. Fig. 2.1 shows an

2https://www.emc.com/collateral/analystreports/idcdigitaluniverse2014.pdf
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example of textbased image retrieval with the term parthenon. Fig. 2.2 shows the target image we used
for contentbased image retrieval and Fig. 2.3 the result.

Figure 2.2: Target image for content based image retrieval

Figure 2.3: Content based image retrieval based on Figure 2.2
.

Textbased systems provide quick response to users because they are based on string matching [31] even
in the unlikely case that precomputed indexing terms for the image do not exist. The textbased image
retrieval approach is influenced by document retrieval, but, in contrary to documents/texts, the indexed
terms are not part of the content, as in the text documents, but part of the annotation information/meta
data. It is necessary, therefore, in order for the textbased approach to work, all images to be assigned
metadata / tagging. The simplest way to do that is to let people manually annotate (add tagging infor
mation) the images, which means expense of time and effort. Manual annotation is influenced by the
annotators and their perspective, background, and mood. In order to overcome the problems of man
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ual annotation, researchers in the early 1990s introduced the idea of contentbased image retrieval. In
contentbased techniques, images are indexed and retrieved by their visual content, usually based on low
level characteristics such as colour, texture, and shape [32]. As we can see in the example of Fig. 2.3 the
results are indeed similar to the picture, but, assuming that the real interest is to find images of bears, the
green background of the target image Fig 2.2 influences the results. This means that the system will not
probably return images showing bears in a zoo, or images from bears that live as pets. On the other hand,
if we search bear in textbased retrieval, it is more likely to retrieve bears in a variety of contexts, as we
mentioned before.

Nevertheless, the textbased approach is the approach that users and search engines prefer because they
are familiar with it. Users retrieve images and documents with text queries, while in contentbased image
retrieval, there is a lack of semantic meaning both in the query image but also in the indexing method.
Furthermore, image examples are not always available, and in addition, as we show before, the examples
may be interpreted differently by the system and the user. Search engines also prefer the textbased
approach because it is based on wellestablished document retrieval techniques and has been achieving
satisfactory results so far. In Fig. 2.4 we see the overall architecture of a textbased image retrieval
system: the user enters a textual query, and the system tries to retrieve all images that are indexed (based
on their metadata / tags through text assignment) with the terms used in the query.

Figure 2.4: A typical textbased Image Retrieval system [1]
.

As already mentioned, in the textbased method it is necessary to relate images with keywords, annota
tion, or textual description. In the absence of manual annotation, search engines in order to locate text
that describes an image are based on the web page of the document the photo is contained in. HTML
alternative text, the file name of the image, caption, surrounding text, metadata tags, or words that are
indexed from the web page [33–35] are used for this purpose. The assumption is that images are directly
related to the document or web page they it appears in, which in some cases is not a valid assumption.
Moreover, while this method applies to images in web pages or text documents, it does not apply to image
collection databases. In the case of image collections, we can either employ contentbased methods or
manually annotate the images to allow textbased retrieval.

2.2 Contentbased Image Retrieval

Contentbased image retrieval (CBIR) or Query By Image Content (QBIC) refers to systems that take
as a query an image and return to the user images that resemble the query (target) image. Thus, in the
case of CBIR, instead of text, we use visual content (query image) to search for similar images. In order
to describe (create “indexed terms”) an image lowlevel features based on colour, texture, shape, and
spatial location, are used. Each image is converted into a feature vector, which acts as an index for a
stored image and as the query terms for the target image. Then, the system calculates the similarity
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(using distance metrics) between the feature vector of the query image and the feature vectors stored in
the database images. In the last step, the system retrieves the relevant images using a similar ranking
process in traditional search engines. In Fig. 2.5 the generic architecture of a CBIR system is presented.

Visual content search can be more effective in locating relevant images than textbased retrieval because
it is more close to human perception of visual data. In addition to this, CBIR is not based on text, so we
overcome the problem of image annotation or locating the relevant textual description in the web page or
the document the image appears in. In several cases, to enhance the results of CBIR systems and achieve
some kind of personalization, the systems exploit user’s relevance feedback [31].

Figure 2.5: Contentbased Image Retrieval [2].

2.2.1 Image segmentation

In text based retrieval we do not search by providing a whole document as an example. Instead, we
provide a query composed of specific terms andwe are looking for documents containing or being relevant
with that terms. In CBIR the query image may correspond to many abstract and nonabstract terms. For
instance, a photo of a person in a beach may correspond to abstract terms such as “summer”, “vacation”,
“relax”, etc, and to nonabstract terms such as “beach”, “human”, “sea”, “sand”, “sky”, etc. If such a
query image is provided how the CBIR system will be able to correctly interpret the real need of the user?
In an effort to tackle this problem, at least as far as the nonabstract terms is concerned, the researchers
proposed to represent an image with several feature vectors corresponding to the homogeneous areas of
the image [36]. The problem of partitioning an image into homogeneous (usually in terms of colour or
texture) areas is known as image segmentation and the various areas are called segments [37].

According to Vartak and Mankar [38] “Image segmentation is a process of extracting from the image
domain one or more connected regions satisfying a uniformity (homogeneity) criterion which is based
on feature(s) derived from spectral components”. The actual purpose of image segmentation is to detect
objects in an image assuming that objects are univocally related with specific concepts [39]. However,
even with the most advanced image segmentation techniques image segments rarely match to real objects.
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Dey et al. [5] classifies image segmentation techniques into three categories: edgebased techniques
which try to identify the borders between image areas based on intensity differences [40], regionbased
method that focus on the uniformity within a subregion based on a specific feature like intensity, colour
and texture [41,42], and the gridbased approaches, in which the image is divided into regular rectangular
blocks. That method is independent of features like colour or texture and it is based only on the size of
the block [43].

With the previous discussionwe can conclude that contentbased image retrieval has twomain drawbacks:

1. a target image may not be available to the user or may not be suitable to express his/her needs,

2. locating relevant images is difficult because the system may interpret differently from the user the
target image and thus, fail to understand what to search. For instance, if we enter in a system a
photo showing a dog by the sea, the system could not easily understand if we want to locate images
of dogs or sea.

2.3 Automatic Image Annotation

The aim of Automatic Image Annotation (AIA) methods is to automatically extract the visual content of
pictures and then assign metadata / tags in the form of captioning or keywords to digital images. AIA
approaches use learning algorithms along with pairs of imagetags to create the socalled “concept mod
els” (i.e., visual representations of semantic terms). Then the trained concept models are used to assign
keywords to unseen images through object detection/recognition and image classification methods [44].
Figure 2.6 summarizes the AIA process: In the offline stage images are assembled and annotated, feature
vectors are extracted from them and used to train concept models. During the online stage, we enter a
target image, extract the appropriate features and we locate similar images on the basis of the outputs of
concept models. The target image is annotated on the basis of existing annotation of the retrieved (similar
to target) images.

AIA techniques address some critical problems in image retrieval, including:

1. The need of manual image annotation for textbased image retrieval which is impractical due to
the number of images produced every day, the time complexity of the manual annotation process,
and the subjectivity of the annotators

2. the lack of surrounding textual information. Not all images can be related with text, for instance
images in large database collections, medical images, etc.

3. the semantic gap between highlevel concepts (keywords) and lowlevel features (e.g. image colour
features).

AIA provides users with more qualitative and quantitative retrieval results. More images can be annotated
automatically, so the number of relevant images is increased, increasing also the possibility to satisfy user
needs. In addition, with the AIA, the user has the possibility to express his/her question with words, a
method which users are familiar with, and the system can better understand than the query images in the
contentbased image retrieval.

The corresponding literature [13,44,45] suggests the classification of AIA methods into five categories:
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Figure 2.6: An example of Automatic Image Annotation [3].

1. Generative / modelbased. The aim of this category of techniques is to maximize the common
likelihood of image features and labels (tags). The generative model computes the joint probability
of lowlevel features, nontagged images, and the available tags in the training database to identify
the tags that maximize that probability. Thresholding of the joint probability can also be applied
so as to avoid annotation with irrelevant tags.

2. Nearest neighbour methods. The basic principle behind these techniques is that images that are
visually “close” to each other (see Section 4.6.1 for more details) can be assigned the same tags.

3. Discriminative models / detection models. In this type of techniques, AIA is approached as a
multilabel classification problem. In the first case (discriminative models), each untagged image
is classified into one of a few categories with the aid of a properly trained multilabel classifier.
Since scaling up (extending the number of categories to an arbitrary high number) is a severe prob
lem of these methods, detection models were developed instead. In these methods, the learning
algorithm creates a separate classifier for each keyword, and that classifier is used to predict (“de
tect”) whether the target image belongs to the associated class (contains the modeled keyword) or
not. All detected keywords are assigned as tags to the target untagged image.

4. Tag completionmethods. In this type ofmethod, we can achieve not only predict labels from images
that are unlabeled but also correct noisy tags for given images. Moreover, an advance in tag com
pletion methods is that missing tags can be filled automatically without training processes [46].In
tag completion, the relationship between tags and images is represented as a matrix where the row
and column represent images and tags. Then the algorithm learns the tag and visual similarities to
assign new tags to images and correct noisy ones. [47, 48].

5. Deep learningmethods. Deep learningmethods are also based on the learning by example paradigm;
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in this respect, they are similar to both generative and detection models. The key difference is that
in deep learning, selecting appropriate image features that will be used for training is not required.
Convolution neural network structures are used to generate the visual features (see also Section
2.7) that feed the classifier. It is assumed that those visual features, with the help of deep learn
ing techniques, effectively extract text information related to them based on the training examples.
Deep learning methods seem very promising in the area of AIA, but they are not fully explored
yet. Furthermore, they operate fully as blackboxes; it is practically impossible to justify why a tag
is assigned to a target image. Nevertheless, deep learning techniques are state of the art and will
be used in this thesis to explore the sixth research question (i.e., whether the imagehashtag pairs
extracted from Instagram are appropriate for creating training sets for AIA).

2.4 Social media

Social media have a significant influence on modern society. People use them on a daily basis to post text
and upload photos or other multimedia and, generally, share content that reflects their thoughts at the time
of post / upload [49]. Social media platforms are also used for socialization, public debate, and infor
mation exchange. Social media first appeared in the midtolate 1990s when the users could create their
websites through servers such as Geocities. At that time, blogging and social networks were launched.
In 2002 Friendster was launched, and the resulting social media network became highly popular. Other
social networking platforms such as MySpace, LinkedIn, iTunes, and the imagehosting website Flickr
also appeared.

2.4.1 Facebook

The real revolution of social media networking took place with the advent of Facebook3 in 2004. Face
book, founded by Mark Zuckerberg, and now has over 1.74 billion, active users. Zuckerberg, before
Facebook, developed CourseMatch, a site that helped students register courses based on the selection of
others, and Facemash, a site that allowed users to compare images of fellow students to socialize on
line. Inspired by the popularity of the sites mentioned above, Zuckerberg launched TheFaceBook.com
on February 4, 2004. Facebook was first created at Harvard University and then managed to expand,
reaching approximately 2 billion users [50].

In order to use Facebook, you have to register, and after that process, you can connect with other users,
called “friends”. Facebook users can post text and upload images and multimedia and share them with
their friends or publicly. The mission of Facebook is to let people have the power to build online com
munities and bring the world closer together. Facebook users can stay connected with friends and their
family, despite the location of their residence, discover what’s happening in the world, and are able to
share their thoughts4.

3https://www.facebook.com/
4https://zephoria.com/top15valuablefacebookstatistics/
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2.4.2 Twitter

Twitter5, another popular social media network, appeared in 2006. In Twitter, users can construct a pro
file, follow other users, and post, limited in length, messages known as tweets. Initially, the length of
a tweet was limited to 140 characters, but since September 2017, this limit was doubled to 280 charac
ters [51]. The users also can upload images and videos both on Twitter or elsewhere (and share their
links). Fig. 2.7 shows the anatomy of a tweet.

Figure 2.7: The anatomy of a tweet [4].

Twitter was founded by Jack Dorsey, Noah Glass, Biz Stone, and Evan Williams [52]. According to one
of its founders, the definition of the word Twitter is “a short burst of inconsequential information” and
“chirps from birds”6. The total number of active users in Twitter is 326 millions7, but it plays an essen
tial role in modern society because it is used as a major communication tool for politicians (including
presidents and prime ministers of almost every country in the world), journalists and international orga
nizations like EU and NATO. Twitter is also very popular among academics, and with the aid of Twitter
API8 many researchers have investigated Twitter from different scientific aspects such as sentiment anal
ysis, event detection, and election forecasting.

Although collecting images from Twitter has the benefit of rich surrounding text through the body of the
associated tweet or via possible comments and/or replies, the number of uploaded photos is quite low,
compared to the number of tweets or with other social media platforms such as Facebook and Twitter. In
addition, retrieving categories of Twitter images in one step is far more difficult than in Instagram.

5https://twitter.com/
6https://latimesblogs.latimes.com/technology/2009/02/twittercreator.html
7https://www.omnicoreagency.com/twitterstatistics/
8https://developer.twitter.com/

13

https://twitter.com/
https://latimesblogs.latimes.com/technology/2009/02/twitter-creator.html
https://www.omnicoreagency.com/twitter-statistics/
https://developer.twitter.com/


2.4. SOCIAL MEDIA

2.4.3 YouTube

YouTube9 is a very popular videosharing social media network. Users can upload, watch, review, share,
create playlists, report, and comment on a video and have the possibility to subscribe to channels created
by other users. The content of the videos varies largely: music, films, audio recordings, movie trailers,
video from youtubers, blogs, documentaries, educational presentations, etc. YouTubers are people who
produce, upload, and share their videos on YouTube frequently.

YouTube was activated in February 2005 and was bought by Google in 2006 as an alternative medium
to TV. Since then, it has become a part of the entertainment industry globally. The platform managed to
gain 1.9 billion users per month, and the fact that more people prefer online video than TV is one of the
YouTube effects. It is estimated that every minute users upload 400 hours of video [53,54] on YouTube.
YouTube content is also popular content for researchers working in the fields of image and video analysis
and synthesis, computer vision, and many others corresponding to the entertainment industry. Nowa
days, it is the primary research channel for multimodal (combining video, audio/music, and text) video
retrieval.

The aforementioned social media networks (Facebook, Twitter, Youtube) are based on the same idea of
connecting people, i.e., they allow users to create a profile and build an online social network with their
friends [55].

2.4.4 Flickr

Flickr10 is one of the oldest social media that focuses on photo sharing. The purpose of Flick is to provide
the user a place where they can upload their images and video to share them with friends and other users.
Flickr users canmake notes about the images they upload, subscribe to other users, and view their content.
In addition, users can organize their images in albums of photos (formerly known as set) and categorize
these albums into collections that can be part of higherorder collections [56].

Flickr was constructed by Stewart Butterfield and Caterina Fake. Flickr was a result of a game devel
opment named Game Neverending. A developer of the game added a tool that allowed players to share
photos. That photosharing tool was developed independently and evolved into Flickr [57]. The innova
tion of Flickr was the interaction between users. Flickr went online on February 10, 2004, and by the end
of that year, there were over 2 million photos on Flickr.

In Flickr, users can annotate their images with tags. Tags are keywords used to describe the photograph.
These tags can help to organize and search images. Moreover, users can add geotaggs in their photos
that indicate where the photo was taken using location names.

2.4.5 Pinterest

Pinterest11 is a free online mobile socialbookmarking website and social media service that focuses on
images. Users can upload images they find online. In Pinterest, images are called pins and are linked from
a website or uploaded [58]. The images are grouped in pinboards which are act as catalogs. Pinterest

9https://www.youtube.com/
10https://www.flickr.com/
11https://www.pinterest.com/
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allows users to discover and save creative ideas expressed visually [59]. Users in Pinterest can add
hashtags to their images since September 26, 2017.

Pinterest was developed by Ben Silbermann and Paul Sciarra with the help of Evan Sharp in 2009. Ben
Silbermann, before Pinterest, developed a mobile shopping application with the name Tote. The purpose
of Tote was to give users a personalized shopping experience presenting products from various retailers
and locations. That project was not successful because it was too complicated, and Silbermann could not
find someone to fund. However, Silbermann noticed that Tote users were collecting images of products.
So, Silbermann and his team decided to create an imagebased website. Pinterest in March 2010 was
launched to a small group of people. After three months, the website managed to gain three thousand
registered users. Pinterest growed exponentially the first few years of release and in September 2015
managed to have 100 million active monthly users, becoming the third most popular social networking
site (at that time) behind Facebook and Twitter.

People use Pinterest to plan things they want to get or do in the future, to put in order things aspire for,
such as dream car or dream vacation. Moreover, users can locate and organize solutions for their problems
on Pinterest, such as making dinner and training their pets. In addition to these, users in Pinterest can
find hobbies, discover something new to buy, or start and relax by browsing through the images [60].

2.4.6 Snapchat

Snapchat12 is a mobile messaging application used to share photos, videos, drawings and text messages
without any cost. In Snapchat the users are called Snapchatters and the picture and video a user sends
and receives as a message to / from other user is called snap. The innovation of Snapchat is that the user
can see the snaps only for a few seconds and after that they disappear. This is the reason Snapchat has a
ghost symbol. The specific feature is the reason that app is so popular among young social users [61,62].

The founders of Snapchat were Evan Spiegel, Bobby Murphy, and Reggie Brown. The idea for Snapchat
came up in the spring of 2011. The founders had the idea to create an application that someone send a
photo and that photo disappear immediately after the receiver read the message13. The app went online
on September 26, 2011. The initial name of the app was Picaboo. Within two years Snapchat became
very popular and managed to gain 229 million daily active users, as of April 202014.

As mentioned earlier, the messages the users send in Spanchat are called snaps. In snaps the user can add
emoticons, captions, filters. Moreover, in Snapchat users also have the opportunity to create stories, i.e.,
a collection of snaps that disappear in 24 hours [63]. Snapchat also provides the users a service called
Memories that allows them to save snaps and story posts in their personal storage area.

2.4.7 Instagram

Instagram15 is a social media network, initially targeted mobile devices, that allows users to share photos
and videos. Its founders, Kevin Systrom and Mike Krieger, launched it on 6 October 2010, and rapidly
gained popularity [64]. Their initial idea was to build a simple app that can inspire creativity when a

12https://www.snapchat.com/
13https://www.businessinsider.com/snapchatfounderslawsuitinternalphotostextsemails20172?r=nordic
14https://investor.snap.com/newsreleases/2020/04212020210949737
15https://www.instagram.com/
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user captures everyday moments through the camera of his/her mobile phone. The Instagram developers
chose to create a mobile application because Instagram has the purpose of allowing a user to produce
photos on the go, in the real world and in realtime16. The term Instagram reflects their initial idea: it
is a combination of the words “instant camera” and “telegram” [65]. The Instagram founders inspired
it from a previous application they built which emphasized checkin at particular locations. The name
of the application was Burbn and users could point locations and make plans for future places they were
going to visit. Moreover, users of the Burbn app could win points for going out with friends and have
the possibility to post pictures of the meets with those friends. That app was not so successful because it
was very complicated, but its founders noticed that Burbn users used it to share photos. So after extended
experimentation and development tests, they launched a simple photosharing application that they named
Instagram [66]. The reason Kevin Systrom and Mike Krieger renamed it to Instagram is because they
felt the purpose of the application was an instant telegram of sorts [67].

Instagram users have to register to the system, create their profile, and then they can upload pictures or
short videos called stories. Instagram users also can follow other users and react to their posts ( “like”
them or comment on them). In Fig. 2.8 an example of an Instagram post is depicted.

Figure 2.8: The anatomy of an instagram post.

Instagram reached one billion active users with 40 billion photos, while 95 million posts are uploaded
every day. It is the fastest growing social media network, especially among young people: 75% of Insta

16https://instagrampress.com/blog/2013/02/05/introducingyourinstagramfeedontheweb/
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gram users are aged between 18 and 2417. In January 2011 Instagram added hashtags [68] and from April
2015 users are able to use emoji as hashtags18. Hashtags are tags or words prepended with “#” to indi
cate the content of the picture, allowing users to search for pictures and increase visibility. Photo owners
sometimes want to connect pictures with emotions; in that case, they use emoji which are pictograms that
are connected with emotions.

Instagram managed to have so many active users due to the ability, offered by the application, to quickly
and effectively process images, before uploading them. In Instagram, you have the possibility not only to
capture and upload a photo but also to process (e.g. adjusting the contrast, brightness, and saturation [69])
it via a filter in order to achieve the desired result. Since August 2016, Instagram users could create and
publish an Instagram story. Instagram stories allow users to take photos, add drawings, text, emojis, and
swipeable colour filters [70].

The maximum number of hashtags each Instagram image can contain is 30. Hashtags help other users
to locate images they want; it is more likely to gain likes and comments on your posts if other users can
easily locate your picture, so hashtags become popular and a lot of “advices” on the recommended use
of hashtags to gain popularity appeared.

Hashtags are not new, neither on Twitter nor Instagram; users started to use them with the IRC (Internet
Relay Chat) to categorize items into groups. The first who used hashtags in contemporary social media,
especially on Twitter, was ChrisMessina, a designer who asked his followers how they felt about using the
pound sign to group conversations [71]. Thus, an essential role of hashtags was traditionally to organize
knowledge, facilitate access and enable retrieval of information (see also the work of Small [72] on this).

2.5 Why Instagram

As we have seen in Section 2.4, there are many social media platforms focusing on images. So, it is
essential to clarify why we chose Instagram instead of other social media. While this research question
will be answered by carefully examining the literature devoted to AIA concerning significant media
platforms, some initial hints and clues justifying the use of Instagram for AIA purposes are described
below.

Facebook photos could be, indeed, used for AIA purposes since appropriate examples of photodescription
pairs could be extracted. However, Facebook users are not very keen to use hashtags for image annota
tion. Instead, some text is usually associated with a photo. In this respect, retrieval of Facebook photos
is similar to Web image retrieval. Thus, it is an application area of AIA and not a source for AIA training
data. In addition to this, Facebook, and Twitter even less, is not a photooriented social medium since
many users post text and/or video, participate in discussions, read news, etc.

While we could use Facebook API (Application Programming Interface) to develop applications that ex
tract data from Facebook, it is not easy to search posts with a specific hashtag19. The result of those API
applications is, usually, a graph in which nodes could be users, photos, pages, or comments, and edges

17https://www.brandwatch.com/blog/instagramstats/
18Instagram: Our Story,https://instagrampress.com/ourstory/
19http://www.socialmediainformer.com/api/facebook/hashtag/?openarticleid=8076187&articletitle=whatthefacebook

andinstagramapichangesmeanforyou&blogdomain=agorapulse.com&blogtitle=agorapulse
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could be photos on a page or comments on a photo. Thus, no explicit connection between photos and as
sociated hashtags does exist; the closest combination being a photocomment graph, which, as explained
before, belongs to the general association photosurrounding text, which is the case of web photos in
general. The same argument also holds for Twitter API, which is far more flexible than Facebook API,
but still does not support an obvious way for constructing reliable photohashtag association graphs.

Regarding Twitter andAIA training data, we should keep inmind that the portion of tweets containing text
only is far more extensive than those consisting of images, videos, or gifs. As already explained, hashtags
in Twitter aim to categorize tweets and facilitate tweet search and retrieval and not to tag photos20. While
both Twitter and Instgram make extended use of hashtags, there is a fundamental difference between
them: Instagram hashtags are the primary medium to search for images while in Twitter are used to
annotate and help retrieve tweets; hashtags associated directly with a photo are less common.

YouTube is a platform whose primary aim is video (and music) sharing. The use of hashtags in YouTube
is quite uncommonwhile the content of comments below every post is rarely relevant to the visual content
of video; rather, in video clips, comments are usually related to the music/song in the video clip while in
the other type of YouTube videos the comments are related to highlevel video metadata (topic, creator,
etc.).

Pinterest photos could also be considered for AIA purposes. However, Pinterest is a catalog of ideas
that aim to motivate users to extent their creativity21. Adding hashtags to Pinterest images is a relatively
new feature, and Pinterest users are not familiar with that functionality. Therefore, it is not easy, at the
current stage, to locate representative pairs of photostags22 for AIA training purposes. Pinterest photos
are clustered into categories, which is, indeed, useful for AIA training data, and users can buy them23.
That is, Pinterest image classification focuses on marketing purposes and for inspiring people’s creativity.
Therefore, we can conclude that neither Pinterest is currently an appropriate social medium for gathering
AIA training. This situation, however, may change quite soon.

Snapchat also allows users to exchange pictures and video24. The role of hashtags in Snapchat is not the
same as in other social media. Users can add hashtags, but Snapchat does not link images or videos that
have the same hashtag25. Thus, in Snapchat, it is tough to mine pairs of imagestags, especially during
the limited lifespan of a snap.

Flickr could be ideal for automatic image annotation because it contains images and tags. However, Flickr
in the last years is not popular, almost unknown to social media users instead of Instagram, which is in the
top ten popular social networks worldwide26. So, we can easily conclude that in Instagram, we can locate
more images than Flickr necessary to create good training examples for automatic image annotation. In
addition to this, we can locate research relating to the use of Flickr in the framework of automatic image
annotation ( [73–76]). On the contrary, we could not discover research focusing specifically on the use
of Instagram for automatic image annotation purposes.

20https://www.lifewire.com/whatisahashtagontwitter3486592
21https://fortune.com/2015/07/13/pinterestceobensilbermann/
22https://www.persuasionnation.com/blog/pinterestseobestpracticesstepbystepguide2017edition
23https://www.lifewire.com/topsocialnetworkingsitespeopleareusing3486554
24https://phys.org/news/201806snapchat.html
25https://www.techjunkie.com/doessnapchatusehashtags/
26https://sproutsocial.com/insights/instagramstats/
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We conclude this section by referring to Table 2.1, where naive searches on the Scholar Google of the
key terms of AIA, photo(s), hashtags in conjunction with Facebook, Instagram and Twitter, the major
social media platform, is presented. As already mentioned in the beginning of this section, the primary
method to address the current research question (Why Instagram?) is via systematic and targeted literature
review. We see in Table 2.1 that the percentage of Scholar indexed publications containing the pair
of terms Instagram  hashtags is at least three times higher than the pair Facebook  hashtags, or the
pair Twitter  hashtags. The difference is even higher if we consider the triples Instagram  photo 
hashtags, Facebook  photo  hashtags, and Twitter  photo  hashtags. It is also interesting to note that the
combination Automatic Image Annotation  photo  hashtags appears in 1.41% of the total publications
in the field of Automatic Image Annotation (AIA) while among the publications containing the terms
AIA and hashtagsmore than 80% contain also the term photo. It is even more interesting to mention that
among the publications containing the terms AIA and photos 15.7% contain also the term hashtags.

Total +hashtags +photos +photo +hashtags
# % # % # %

Facebook 6200K 41.8K 0.67 292K 4.71 16.2K 0.26
Instagram 1160K 24.9K 2.15 55.3K 4.77 11.0K 0.95
Twitter 7250K 52.1K 0.72 286K 3.94 16.6K 0.23

AIA 431K 7.66K 1.78 38.8K 9.00 6.1K 1.41

Table 2.1: Basic search in Scholar Google with key terms of the current thesis in accordance with three
major social media platforms and the AIA term

2.6 Crowdourcing

The methods proposed in this thesis for gathering tags, filtering Instagram hashtags and identifying the
relevance of Instagram hashtags to the visual content of the image they accompany make extended use
of the ideas of crowdtagging. Thus, it is essential to explain the overall theory of crowdsourcing, empha
sizing on its practical application and tools.

The term crowdsourcing is relatively new; it was first appeared in the June 2006 issue ofWired magazine,
and by 2013 it was related to conducting business on the Internet [77]. Crowdsourcing can be defined
as the act of assigning a job, traditionally performed by an employee, to a large group of people in the
form of an open call [78]. We have to mention here, however, that in contemporary in crowdsourcing
platforms like Appen27 or Amazon Mechanical Turk28, the call is usually done through the World Wide
Web.

The platforms mentioned above take advantage of the “Wisdom of Crowd” theory, which suggests that
groups can be more intelligent than the more thoughtful person in them under several circumstances. The
theory was motivated by the early experiment of Francis Galton, who wanted to prove that the capabilities
of the average voter were minimal. To test his assumption, Galton examined the eight hundred votes of a
weightjudging competition about theweight of an ox in an International Exhibition. Galtonwas surprised

27https://appen.com/
28https://www.mturk.com/
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when he discovered that the average crowd guess was very close to the weight of the ox [79].

Collective intelligence is a core element in Web 2.0 applications that collect reviews, comments, or tag
content or boost participation in online communities to contribute to new content. Contemporary digital
giants such as Amazon, Netflix, Airbnb, IMDb widely use collective intelligence in their everyday activ
ities or to expand their market. Google, for instance, records and utilizes what users choose among the
results presented to them by the search engine through a process known as “relevance feedback”. The
information gained through this process is used to adapt the retrieval results either in general or through
personalization.

Collective intelligence is achieved for tasks in which a group of people expresses their free opinion or
suggests a solution. It is not the right approach for tasks requiring heavy expertise, such as medical
diagnosis tasks. In any case, three preconditions need to behold for a crowd to be wise and not mob [79,
80]:

1. Diversity of opinion each person needs to have private information even if it is just an eccentric
interpretation of the known facts.

2. Independence It is vital to ensure that others’ opinions do not influence people’s opinions.

3. Decentralization People can specialize and draw on local knowledge

4. Aggregation Some mechanisms need to be applied to turn private judgments into a collective de
cision

Most of the contemporary online crowdsourcing platforms effectively facilitate the previously stated
criteria for collective intelligence, which is why they are popular. The collective term tagging, usually
expresses the overall process adopted to annotate and/or describe a digital item type such as images.
With crowdtagging, a crowd is asked to tag digital objects [81] on the basis of some known motivation
(payment, gaming, etc.).

2.7 Deep learning

It was already stated that machine learning, precisely artificial neural networks, is a key tool for AIA. For
humans, learning is the process of gaining knowledge, understanding abstract concepts, and performed
either by studying relevant information and getting instructions or by experience. Machines learn every
time changes in data structures, software programs, or both take place [82]. For instance, the performance
of automatic image recognition improves after analyzing several image examples showing a variety of
cases (changes in data) based on mathematics or heuristic rules encoded in learning algorithms (software
programs).

Machine learning has proven very successful in tasks involving pattern recognition and/or data classifica
tion. It has been effectively used in a variety of applications such as for object recognition, for supporting
the doctors to diagnose patients, for automatically classifying data, or automatically separating materi
als [83], etc..

Artificial neural networks, a popular category of machine learning methods, are inspired by how neurons
in the human body, especially in the brain, operate. Thus, in neural networks, neurons are simple infor
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mation processors that can receive a signal, process it, and forward the result (output) to other neurons to
which are interconnected.

In Fig.2.9 we show the structure of a neuron. The rectangular block responds to input data by multiplying
them with the connection weights (Wi) and then thresholding the sum of the products, denoted as z in
the diagram, via the F function (usually corresponding to a linear or sigmoid transformation). Neural
networks usually contain hundreds of interconnected neurons organized in two or more layers; the layers
between the inputs and the output(s) are known as hidden layers. Through proper training and appropriate
training examples (pairs of inputs and outputs), neural networks are very effective in capturing hidden
relations between the inputs and the output(s), creating models, i.e., encoded “rules”, that predict the
output(s) for never input data that have never seen before [5].

Figure 2.9: Structure of a neuron [5].

Deep learning (DL) belongs to machine learning methods and processes raw data in multiple layers to
discover and distinguish highlevel, abstract meanings [84]. One of the most common techniques in DL is
Convolutional Neural Networks (CNN) [85]. The architecture of a CNN resembles a biological neuron,
as we can see in Fig. 2.11. In the biological neuron, dendrites receive the signal; they process it and send
it to other neurons. In the CNN shown in Fig.2.10 we have an input layer, where data are entered, and
then the hidden layers in which input data are processed Fig.2.12. Finally, the output layer provides the
confidence scores that highlevel meanings (concepts such as ‘dog’, ‘car’, etc.) were detected in the raw
inputs. The interconnection weights among the neurons within each layer and across layers are computed
during the training phase.

In order to develop a machine learningbased AIA system, it is necessary to collect a large data set of
images corresponding to the concepts we wish to model (‘dog’, ‘car’, etc.). In the training phase, the
input to the DL architecture is images, and the output is a vector of scores, one for each concept modeled.

Figure 2.10: A diagram of Convolutional Neural Networks [6]
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Figure 2.11: Artificial neurons are modeled to simulate the functionality of biological neurons [6]

Figure 2.12: The hidden layers in Artificial Network [6]

During training, the goal is the output, say for concept ‘dog’, corresponding to the input image (i.e.,
an image showing a dog) to be higher in score than the other outputs, that is the outputs corresponding
to other concepts. An objective function is used to calculate the difference (prediction error) between
the desired output and the actual output to achieve that goal. The aim is the sum of the absolute values
of prediction errors across all training data pairs (inputoutput) to be minimized. In order to do so, the
adaptable parameters (i.e., the synaptic weights between neurons and the weights of input and output
connections) of the DL architecture are changed. A deeplearning architecture can contain hundreds of
millions of these adjustable weights and requires an equivalent amount of labeled examples (inputoutput
pairs) to be properly trained. In order to overcome the necessity of so many training examples, stochastic
gradient descent (SGD) is used. The SGD can perform with few examples because it uses the training
data in several iterations [86] which in the terminology of machine learning are called epochs.

Liu et al. [87] tried to locate a method that could give food information from food images effectively and
efficiently. The solution they suggest is based on Convolutional Neural Network, which automatically
recognizes food images and gives information. To conduct their experiment, they used the UEC dataset
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that was developed DeepFoodCam project. This dataset contains a large volume of food categories with
textual annotation. So, from the above, we can easily conclude that we can also implement Convolu
tional Neural Network in the case of imagetags from Instagram because we also have photos and text
annotation.

Cheng et al. [13] presented a stateoftheart machine learning method for AIA. They implemented AIA
models in five databases (Corel 5K, ESP Game, IAPR TC12, NUSWIDE, MSCOCO) that are fre
quently used for assessment of AIA methods and concluded that deep learningbased AIA methods out
performed the other proposed techniques. The reason deep learning methods proved better than the other
machine learning methods relies mainly on their ability to identify and acquire robust features from the
input data, especially in complex and highdimensional data types such as images and videos.

2.8 Transfer Learning

In the previous section we analyzed the importance of deep learning in AIA. As explained, traditional
deep learning algorithms are using training and test data drawn from the same application domain, and,
consequently feature space. Transfer learning methods are contemporary techniques that focus on storing
knowledge gained while solving one problem and applying it to a different but related problem [88], [89].
The study of transfer learning is based on the human function of applying knowledge and experience
learned previously to solve new problems faster or with better solutions. The researchers have focused
more on transfer learning since 1995. In 2005 a new mission of transfer learning was set focusing on the
ability of a system to understand and implement knowledge and skills learned in previous tasks to novel
tasks [90].

Voulodimos et al. [91] in their review about deep learning for computer vision, point out that many pre
trained models used in transfer learning are constructed from large convolutional neural networks (CNN).
In deep learning methods, especially in AIA, it is vital to collect images and train the models to classify
images. That process is timeconsuming and needs much effort. Transfer learning can help to reduce
that effort. As Rawat and Wang [92] highlight, transfer learning is a standard method in computer vision
because, with that techniques, we can build accurate models in a timesaving way. In Figure 2.13 we
show an example of transfer learning for image annotation; in training from scratch method with the help
of deep learning models, we enter the data, we train the CNN neural network, and as a result, we have the
annotation of the image as a car. That process is timeconsuming because it takes time for the machine
to learn the model and produce the result. In the transfer learning process, we use pretrained models, so
we skip the training process, we enter the new data, and the model produces the results.

Ek [93], tried to categorize and annotate images from Finland’s digital archives. To achieve that goal,
Ek used pretrained models on the ImageNet data set and managed to achieve 92.4% accuracy. Kieffer
et al. [94] in their research they compare two methodologies in medical image classification based on
Convolution Neural Networks. They conclude that pretrained networks are quite competitive against
training from scratch. Uricchio et al. [95] they propose a framework on automatic image annotation
based on Kernel Canonical Correlation Analysis, which is used to build a latent semantic space where
combine visual and textual features to annotate new images. The researchers in their architecture use pre
trained on ImageNet models. Singlaet al. [96] they focus on food image classification and recognition.
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Figure 2.13: A diagram of Transfer Learning [7]

Using GoogLeNet pretrained models, they managed to have high accuracy of 99.2% on food/nonfood
image classification and 83.6% on food categorization. Ma et al. [97] focusing on suggesting a hybrid
method for thyroid nodule diagnosis they combine two pretrained networks from ImageNet database.
They managed to achieve high accuracy of 83.02% classification performance. Ashqar and AbuNaser
[98] in their effort to monitor invasive species, species that are not native to a specific location and with
their tendency to spread can cause damage, they use the convolutional network and transfer learning. In
their methodology to automatically locate invasive species from images, the researchers used pretrained
ImageNet, and they reached 99.71% accuracy.

From the above discussion, we can easily conclude that the use of transfer learning, especially using
pretrained models, can produce accurate results. So, we can explore transfer learning in our research to
create training sets for AIA.

2.9 Summary

In Chapter 2, we have analyzed image retrieval methodologies, focusing on Automatic Image Annotation
which we propose as a framework for our research. In addition, we analyzed the reasons Instagram was
chosen as the data source of our empirical research, addressing also the first research question of the
current thesis. In Chapter 3, we present a literature review spanning the research questions 27 (see
Section 1.2).
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3.1 Introduction

The current thesis focuses on effectiveness of creating learningbased AIA models using pairs of Insta
gram images and hashtags as training sets. In this chapter we conduct a literature review regarding the
research questions 27 as set in Section 1.2). The chapter is divided into six sections: The first section
provides a literature overview concerning the role of hashtags and the creation of training sets for AIA.
The second section discusses the problem of identifying meaningless hashtags that are very popular on
Instagram. The third section focuses on the possibility of using the HITS algorithm in a crowdtagging
scenario to filter out irrelevant hashtags. The fourth section provides an overview of topic modeling ap
proaches for locating relevant Instagram hashtags for developing AIA training sets. In this section we
also address a literature review regarding the evaluation of topic models with the help of word clouds.
The fifth section explores image similarity and word embeddings. In the sixth section, we conclude the
current chapter with a literature review of transfer learning use in image classification.

25



3.2. INSTAGRAM HASHTAGS AND TRAINING SET CREATION

3.2 Instagram hashtags and training set creation

On average on Instagram every day users share 86 million images1 and while 350 million images per
day are shared on Facebook2. Locating and retrieving these and other images uploaded on the Web
is very challenging not only in terms of effectiveness (retrieve the right image according to the user
needs/queries) and efficiency (execution time) but also in terms of visibility (being locatable).

3.2.1 Instagram Hashtags

Contemporary search engines retrieve images in a textbased manner since the majority of end users are
familiar with textbased queries for retrieving web pages and digital documents. As already mentioned
(see Section 2.1), in textbased image retrieval images must be somehow related with specific keywords
or textual description. However, images in social media, which constitute the great majority of Web
images, cannot effectively indexed (extract relevant text description) with pure webbased techniques,
mainly because the user pages in social media do not follow the classic webpage structure. As a result the
well known content based image retrieval field revitalized and a more specific research area, Automatic
Image Annotation (AIA) [99] emerged. AIA refers to the process of extracting lowlevel features from
an image and assigning one or more semantic concepts (tags) to it [100].

A large portion of AIA methods involve machine learning techniques following the learning by example
paradigm [2]. Training examples used for AIA are pairs of images and related tags. Many different mod
els and machine learning techniques were developed to build the so called ‘visual models’, that is, models
that capture the correlation between image features and textual words from the training examples. Visual
models are then fed with image features extracted from unseen images to predict their tagging [101]. As
suming that good visual models can be achieved, image retrieval using the training by example paradigm
provides a promising alternative to textbased methods since it does not require explicit annotation of
all images in the collection, but only a small set of properly annotated images [102]. Nevertheless, the
first important step to create effective visual models is to use good training examples (pairs of images
and annotations). In this context automatic creation of training examples via crawling is highly desirable
because it addresses the scalability (developing models for new concepts) and adaptability (modification
of already learned models) issues.

It has been already mentioned that Instagram added hashtags in January 2011. Hashtags are not totally
new in the web; users started to use them with IRC (Internet Relay Chat) in order to categorize items
into groups. The first who used hashtags, in contemporary Social Media and especially in Twitter, was
Chris Messina, a designer, who asked from his followers how they felt about using the pound sign to
group conversations [71]. Thus, a basic role of hashtags was traditionally to organize knowledge and
facilitate access and enable retrieval of information (see also the work of Small [72] on this). Tapastreet
is a search engine platform that offers users the opportunity to browse geolocated video and photos from
social media such as Twitter, Facebook and Instagram by harvesting location, time and hashtags [103].
It makes the assumption that hashtags are related to visual content of multimedia information. However,
we know that users extend the function of hashtagging beyond findability and give hashtags a metacom

1https://www.omnicoreagency.com/instagramstatistics/
2https://www.omnicoreagency.com/facebookstatistics/
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municative use. According to Daer et al. [104] the metacommunicative function can be split into four
codes: ‘emphasizing’, ‘iterating’, ‘critiquing’, ‘identifying’, and ‘rallying’. ‘Emphasizing’ is used to give
emphasis or call attention; ‘critiquing’ expresses judgment or verdict; ‘identifying’ is used to refer to the
author of the post; ‘iterating’ to expresses humor and ‘rallying’ brings awareness or support to a cause.
Instagram hashtags, in addition, are also used for marketing purposes. Businesses use hashtags to raise
user attention to their products and easilytrack user generated content (UGC). Such examples include
the hashtags #loveloft and #worldsstrongestcoffee. These hashtags are called branded hashtags and users,
related to the corresponding marketing campaign through Instagram, use these hashtags on a variety of
different photos [105].

Several researchers also suggest that hashtags carry emotional information [106] which is not directly
related with the context they appear [107] in. In a research on the tags of a set of 2700pictures it was
measured that approximately 10% of these photos were related with emotion words not directly related
with their visual content [108]. A study on gender difference in hashtag usage in Instagram for the
hashtag ‘Malaysianfood’, revealed that women tend to use more emotional hashtags while men hashtags
are more informative [109]. Ferrara et al. [110] studied user behavior while they annotate their photos
with hashtags. They found that users use quite a few hashtags in order to annotate an image.

It should be evident from the above discussion that Instagram provides a rich forum for automatically
creating training sets for AIA. It contains a huge amount of imageswhich are commented through hashtags
by their creators / owners and, despite that not all hashtags are actually related with the visual content
of images, many of them carry significant descriptive information of their visual content. Thus, if we
assume that it is the owner who can better expresses the real visual content or meaning of an image then
choosing among the Instagram hashtags for assigning tags to images is much more safe than traditional
textbased indexing approaches [111–113]. This is extremely important in training sets where pairs of
images and tags have to be carefully selected because they affect the effectiveness of tag predictingmodels
to be learned. However, Instagram hashtags are used not only to describe the visual content of an image
but also serve other functions falling under the metacommunicative use or expressing emotions. Thus,
applying hashtag filtering approaches is necessary.

3.2.2 Creating training sets for AIA

Several approaches were proposed for creating training sets for AIA, such as (i) developing training
datasets minded from the Web [114], (ii) use of the Flickr, a social network similar to Instagram, to con
struct image  tag pairs [115], (iii) getting advantage of clickthrough data and search logs in search engines
to form imagetag pairs [116], (iv) combining linguistic description with visual data in order to achieve
automatic image annotation [117] and (v) investigating the quality of manual image annotation [118]. In
the following we examine the literature in these areas in more detail.

3.2.2.1 Developing image datasets by harvesting the Web

The last decade research has moved towards automatically acquired (from the Web) data sources in order
to be used for training AIA systems or concept detectors in general [119–121]. Such data sources include
content that has been annotated by userdefined tags (e.g., Picasa, Flickr, Yahoo! Video, Youtube etc)
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as well as images and videos annotated with keywords that have been automatically extracted from the
surrounding text of the corresponding Web pages.

Schroff et al. [114] tried to automatically generate highquality images for a specified object class. In
order to achieve the aforementioned goal, they harvested images based on a textbased Web search on a
specific object. Then they used a combination of text/metadata and visual features so to exclude irrelevant
images and automatically rank the relevant ones.

Deng et al. [122] created one of the biggest image databases, ImageNet, a largescale ontology of images.
In order to collect the images the researchers submitted queries to several image search engines then
selection of relevant images was achieved manually by humans who indexed images with the help of
Amazon Mechanical Turk3 a crowdsourcing Web service.

In an attempt to automate the image annotation process, NEIL (Never Ending Image Learner) [123], a
computer program that aims to extract visual knowledge based on semisupervised learning, collected,
for each one of the concepts it models, images through Google Image Search and used them to construct
the initial classifier. In the second step, NEIL, aims to extract concept relations while in the third step
tries to find new instances from unlabeled data. The second and the third step are continuously repeated
in order to improve the effectiveness of the initial classifier.

Do & Yanai [124] entered an automatic approach to build video datasets from the Web. They harvested
videos and then segment them into shots; relative shots were grouped into clusters. Their goal was identify
shots to be used as training data for automatic detection of action concepts.

3.2.2.2 Image tagging with the aid of Flickr

According to the study of Sigurbjörnsson & Zwol [115] regarding users annotation on Flickr, users use
only a few tags to annotate their photos and tend to annotate images according to their content. Ulges et
al. [73] confirmed the results of Sigurbjörnsson & Zwol and proved also that users share, in the Web,
images with specific structure and metadata.

Ntalianis et al. [125] developed a method for automatic annotation of image datasets based on implicit
interaction and visual concept modeling using data collected from Flickr. They found that the manual
annotation of Flickr is much more analytical and provides more keywords, compared to the typical usage
of keywords by ordinary users in Web search environments. They also mention the difficulty to evaluate
and weight the perception of users regarding the visual content of images they do not own.

Several approaches aiming at image clustering, making use of Flickr tags, were also explored. Cui et
al. [126] combined tags and visual image features so to improve image clustering. Removal of irrelevant
Flickr tags aiming at more effective image retrieval was proposed from Xia et al. [127]. Their approach
is based on allocating content bilayer clustering of similar images and dividing these images into groups.
By grouping similar images based on the tags with stronger relationship they could identify and remove
irrelevant tags.

3https://www.mturk.com/mturk/welcome
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3.2.2.3 Clickthrough approaches

Joachims et al. [116] discovered that differences between implicit and explicit relevance judgments are
not so far as they were thought to be. This innovative finding opened a new way, where implicit rele
vance judgments were considered as training data for various machine learningbased improvements to
information retrieval [128, 129]. Clickthrough data is a form of implicit judgment easily collectable and
its collection introduces no additional cognitive burden on users performing the queries. Thus, it is not a
surprise that they were used as training data in various tasks including the works of [130, 131], where a
Latent Semantic Analysis (LSA) algorithm was applied to search logs in order to build a semantic space
for indexing images.

Tsikrika et al. [132] examined the quality of clickthrough data for training concept detectors in images.
They showed that clickthrough data, if properly filtered, could be used for AIA. The problem with click
through data is that they express the interpretation of end users rather than the creators / owners, and,
thus, they are highly subjective. Despite that, the use of clickthrough data for developing AIA models is
an attractive approach and Microsoft Research announced, for three years in a row, a challenge based on
data obtained from the Bing search engine4.

Sarafis et al. [133], based on clickthrough data harvested from professional image search engines, proved
that a Fuzzy Support VectorMachine (FSVM) approach and calculation of weights from language models
can lead to significant improvement in image retrieval, compared to concept detectors based on standard
SVM and other machine learning approaches. In a further investigation [134] they pointed out that click
through data are valuable in constructing concepts which can help to image retrieval, but label noise
(irrelevant tags) is a problem in machine learning approaches. So they extended their approach for auto
matic concept detection by incorporating a filter for label noise handling.

3.2.2.4 Visual and language data assignment techniques

Recently, several researchers started working on the alignment of visual and language data for image an
notation. Karpathy et al. [117], in a notable work, investigated the relation between images and sentence
description in order to produce novel sentence description of image regions. A dataset of images and
sentence descriptions was used as input to a Multimodal Recurrent Neural Network aiming to learn gen
erating description of image regions. Kiros et al. [135] built a logbilinear model that generates phrase
description from images. In their approach their model learn together word representation and image
features with a help of Convolutional Neural Network. Their model relies on word representation for
the image description based on highlevel image features learned from deep neural networks. Johnson et
al. [136] they propose a Fully Convolutional Localization Network architecture that can localize regions
in an image and generate descriptions for those regions. In their model they managed generating mean
ingful description for regions of interest. Socher et al. [137] used supervised recursive neural networks
in order to merge image segments or natural language words based on semantic transformations of their
original features. WISE techniques [12] were also used to acquire rendered text from web pages, based
on the idea that text which is close to an image in the HTML code is not necessarily close when a Web
page is rendered.

4http://research.microsoft.com/enus/projects/irc/
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3.2.2.5 Quality of manual image annotation

Several approaches deal with the quality of manual image annotation, especially under a crowdsourcing
setting. Nowak & Ruger [138] investigated the reliability of image annotation via crowdsourcing. They
tried first to explore to which extent several sets of expert annotations differ from each other and then to
investigate whether nonexpert annotations are reliable. Their dataset consists of 99 images selected from
the MIR Flickr Image Dataset and was annotated by 11 expert annotators from the Fraunhofer IDMT
research staff using 53 concepts. The same set of images was distributed over the online marketplace
Amazon Mechanical Turk in order get nonexpert annotations. The consistency among expert annotators
proved to be very high. The same also proved between the expert and nonexpert groups. Thus, the
conclusion was that crowdsourcing annotation is as accurate as experts’ annotation.

Wang and Zhou, on an analysis about the crowdsourcing label quality, argue that crowdsourcing data im
prove the quality of image annotation and the error rate decreases as a function of the number of people
selected for annotation [118]. In order to examine the image retrieval from social media and especially the
diversification of image retrieval results, Ionescu et al. [139] compared experts and crowdsourcing anno
tation. The results showed that in the crowdsourcing annotation the interrater agreement were a slightly
lower than expert annotators. Veloso et al. [140] designed an algorithm aimed to automatically annotate
clothes in photos users upload in social media such as Facebook and Instagram. They observed that user
comments accompanying images in these media contain similar terms, depicting common garment items.
As a part of their research regarding diversification of image retrieval results in the environment of so
cial media, they examined the differences between expert and nonexpert annotators. They found that
expert annotators perform a bit more better than nonexperts for the aforementioned classification task.
Comparison between expert annotation and crowdsourced annotation was also examined in the frame
work of automatic genre identification. Asheghi et al. [141] proposed crowdsourced annotation as a way
to produce reliable web genre corpus with high interannotator consistency. For this purpose they used
crowdsourcing and they calculated an agreement between annotators reaching 88,2%. However, anno
tation was performed on a web page level and not on photos. Nevertheless, this work provides another
indication showing that crowdsourcing annotations can be used as a replacement of expert annotation in
image tagging. Crowdsourcing annotation was also used for video annotation. In an investigation regard
ing the accuracy of crowdsourced video labeling, Di Salvo et al. [142], found that the aforementioned
annotation method generates reliable results.

Since crowdsourcing annotation is far more cheaper and efficient than experts’ annotation the conclusions
of the works described earlier opened up new ways in application requiring training corpora, and towards
AIA as well [139]. The importance of crowdsourcing annotation lead to several research efforts which
further examine the quality of crowdsourced data. In crowdsourcing annotation the participants expose
different behavior during the annotation task. There are many reasons for the aforementioned behavior
including the level of expertise, lowattention / lowconcentration when they perform the task and there is
always the bad intent of the annotators. Annotators with bad intentionmight be spammers, dishonest users
or users trying tomanipulate the system by answering in an unrelated or nonsense way [143]. In a research
about crowdsourcing annotators’ consistency Theodosiou et. al. [144] used both vocabulary keywords
and free keywords to check whether guided annotation (as assumed by the use of structured vocabulary)
would increase annotation consistency. They concluded that, indeed, by combing free keywords and
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vocabulary keywords annotation consistency increases compared to the use of free keywords alone. Baba
& Kashima [145] suggested a twostage procedure in order to evaluate the quality of crowdsourcing
work. In the first stage the crowd performs the annotation and next the results are reviewed. In order
to control the quality of annotations unsupervised statistical methods are involved including a parameter
accounting for the reviewers’ bias. Li et al. [146] developed a framework, called Requallo, in order to
keep balance between quality and quantity of annotated data. They aimed to optimize the ‘value for
money’ of annotation tasks in commercial crowdsourcing platforms given a limited budget. They use
annotators consistency, named as ‘confidence’, as a measurement of quality; thus, annotation results
having high quality are those with high confidence. Hu et al. [147] tried to overcome the problem of low
quality annotations in crowdsourcing services by introducing a model which combines expert annotation
with crowd annotation. They managed to achieve better performance in crowdsourcing learning tasks
with the least possible number of expert labels.

3.2.2.6 The quality of crowdtagging

Image annotation by the crowd is a very popular trend nowadays. The validity of crowdsourced image
annotation was examined and verified by several researchers. Mitry et al. [148] compared the accuracy
of crowdsourced image classification with that of experts. They used 100 retinal fundus photography
images selected by two experts. Each annotator was asked to classify 84 retinal images while the ability
of annotators to correctly classify those images was first evaluated on 16 practice  training images. The
study concluded that the performance of naive individuals to retinal image classifications was compa
rable to that of experts. Giuffrida et al. [149] measured the inconsistency among experienced and non
experienced users in that task of leaf counts in images of Arabidopsis Thaliana. According to their results
everyday people can provide accurate leaf counts. MaierHein et al. [150] investigated the effectiveness
of largescale crowdsourcing on labelling endoscopic images and concluded that nontrained workers
perform comparably to medical experts. Cabrall et al. [151] in their survey for drive scene categorization
they used the crowd to annotate driving scene features such as presence of other road users and bicycles,
pedestrians etc. They used the Crowdflower platform (now Figureeight) in the categorization of large
amounts of videos with diverse driving scene contents. As usual the Gold Test Questions in Crowdflower
were used to verify that the annotators perform well in their job. The results indicated that crowdsourcing
through the Crowdflower was effective in categorizing naturalistic driving scene contents.

3.3 Common nondescriptive hashtags

We have seen in previous section that some hashtags accompanying Instagram images are not descriptive.
In Instagram there are hashtags that are very popular and users use them in their photos (see [152], [153])
just to draw attention, get likes and to become part of a group. In other words, users use these hashtags
to annotate their photos regardless of what the picture show. The study of such hashtags received the
attention of several researchers. From the AIA perspective, hashtags that are irrelevant to the visual
content of the image they accompany should be filtered out.

According to Zhang et al. [154] the hashtag #like4like is appended tomore than 290million photos. This is
clear case where a hashtag that appears in millions of Instagram photos is non descriptive. Unfortunately,
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this is the case for many other hashstags. For instance the #photooftheday hashtag appears in more than
500million pictures while the #instagood hashtag is among the hashtags of more than 710million photos
(see https://tophashtags.com/instagram/ for more recent statistics). Armano et al. [155], in their study
aiming to locate stopwords in different document categories, propose specific metrics that capture the
informative content of each term and measure their discrimination and characterisation capability. A rule
of thumb is that “a discriminating term has to distinguish a category against the others while a stopword
has to be common all over the categories”.

Chua [156] et al. discovered that, approximately, 50% of the tags the Flickr users use to comment their
images correspond to ‘noise’ (spam) hashtags while half of the ‘true’ labels are missing. Fan et al. [157]
also dealt with the problem of spam hashtags in Flickr and developed an algorithm to clean spam tags
through crossmodal tag cleansing and junk image filtering. Drewe [158], with the aid of Instagram API
and a list of popular hashtags, created a list of unsearchable hashtags. This list, however, is unofficial,
incomplete and needs regular update since it is created using adhoc processes and not a scientific method
ology. Sedhai and Sun [159] in their effort to locate spam tweets concluded that 40% of spam tweets have
three or more hashtags and it is more likely to use the word ‘follow’ as part of the tweet hashtags.

Yang and Lee [160] extract descriptive keywords from web pages and they measure the relatedness be
tween web pages and tags in order to detect spam tags in social bookmarking. Tang et al. [161] in their
effort to eliminate noise tags in a folksonomy system they propose a twostage semanticbased method.
First, they remove nondescriptive tags and then the semantic similarity between tags is examined in order
to remove noise tags. Zhu et al. [162] in their approach for tag refinement they propose a form of convex
optimization which considers, tag characteristics, error sparsity, content consistency and tag correlation.

3.4 Graphbased methods for filtering Instagram hashtags

In the previous section we have analyzed the common hashtags that are popular among Instagram users.
Filtering these hashtags could be based with a lexicon based approach: Once common, nondescriptive
hashtags are identified, a corresponding list will be created and mined hashtags contained in that list will
be removed from the training data. The hashtag filtering problem can be also approached from a different
perspective: We consider that image  hashtags (or in general image  tags) networks can be derived, either
through crawling or via crowdtagging procedures, and that centrality measures, borrowed from the graph
theory, can be applied so as to identify the best hashtags (tags) for each image. The underlying principle
here is that a hashtag (tag) that many people argue that is relevant with an image is likely to be indeed
relevant. After all, this is what the ‘Wisdom of Crowds’ theory tells us!

In order to address the current research question (see Section 1.2 research question 4) we envision the use
of the HITS algorithm on graphs composed from image  hashtag associations. The HyperlinkInduced
Topic Search (HITS) algorithm provides the means to address centrality in bipartite networks. In the case
of Instagram images we have users that tag pictures with hashtags and through this process they form an
imagehashtag relation (an ‘edge’ in the terminology of graph theory). Thus, HITS is a ranking algorithm
than we could use to filter Instagram hashtags and locate the most relevant one.

The purpose of HITS algorithm, developed by Jon Kleinberg, is to rate Web pages. The basic idea is
that web page can provide information about a topic and also relevant links for a topic. Thus, web pages
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belong into two groups: pages that provide good information about a topic (“authoritative”) and those
that give to the user good links about a topic (“hubs”). The HITS algorithm gives to each web page both a
hub and an authoritative value [163]. In social network analysis the HITS algorithm, and specifically the
hub and authority values it computes, is used for estimating the centrality of nodes especially in networks
composed of two types of nodes, known as twomode networks. A typical example of such networks are
the bipartite networks which are usually modelled through bipartite graphs. A bipartite graph is a graph
whose nodes can be divided into two distinctive groups (partitions) while its edges connect nodes among
partitions but not within each partition [164,165].

Twomode (bipartite) networks are frequently used to model recommender systems [166], since con
sumers and products correspond to two different type of entities and usually the consumers choose or
rate products. Mao et al. [167] applied HITS (and the PageRank as well) to improve user profiling in a
social tagging system. The purpose of user profiling is to understand and code the personal interests of
users so as to provide them advanced and personalized services. They modelled the social tagging system
as a usertag network and applied PageRank and HITS to refine the weights of tags. A diffusion process
on the tagitem bipartite graph of the collection was then applied by using the estimated tag weights. The
experiments, conducted on three different datasets, showed superiority of the proposed method over the
traditional tagbased collaborative filtering approach that is usually adopted in recommender systems.

Zhang et al. [168] tried to extract people’s opinions on features (characteristics) of electronic products
such as mobile phones, tablets etc. In order to rank the importance of those characteristics they con
structed a twomode network where features were modelled as authorities and feature relevance indica
tors as hubs. With the aid of the HITS algorithm they were able to identify highlyrelevant features and
good feature indicators by thresholding the corresponding authority and hub values respectively. Nguyen
and Jung [169] used a variation of the HITS algorithm, called GeoHITS, to rank locations with respect
to specific tags such as those related with food types. Both tags and locations were collected from geo
tagged resources on social network services. The authors used a subset of tags that shared across several
locations to act as hubs while the locations were considered as the authorities.

Cui et al. [170] proposed a healthcare fraud detection approach which is based on the trustworthiness of
doctors to distinguish fraud cases from normal records. They created a doctorpatient twomode network
which was represented as a weighted bipartite graph. The prescription behavior in patients’ healthcare
records was used to compute the edge weights. According to the authors the hub scores of the HITS
algorithm provide a good estimation of the trustworthiness of doctors. London and Csendes [171] applied
a modified version of the HITS algorithm called CoHITS to evaluate the professional skills of wine
tasters. In order to achieve this goal, they constructed a weighted bipartite graph composed of wine
tasters, modeled as hubs, and wines, modeled as authorities. The weights correspond to the scores given
by the winetasters to wines. According to the authors, the computed hub values can be used to filter out
incompetent tasters while they are highly correlated with the competence of wine tasters.

Tseng et al. [172] tried to distinguish fraudulent remote phone calls from normal ones by considering
that the trust value of remote phone numbers is related with the hub score of the HITS algorithm. For
that purpose they used telecommunication records to create directed bipartite graphs with incoming and
outgoing calls between contact book entries of the users, assumed as authorities, and remote phone num
bers (phone numbers not in contact books), assumed as hubs. The edge weights for each pair of user and
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remote phone number were computed based on duration and frequency relatedness between a user and a
remote phone number. With the application of HITS the trust value for each remote phone number was
computed and used to classify remote calls into fraudulent and normal.

There are also a few works in which the HITS algorithm was used in a crowdsourced environment, as
we do in the current work for the specific case of image tagging. However, in the majority of cases the
emphasis is put on the evaluation  enhancement of the quality of the crowdsourced data rather than to in
formation mining. Sunahase et al. [173] applied the so called Pairwise HITS algorithm, a modification of
the HITS algorithm which is applicable to pairwise comparisons, to three different tasks: image descrip
tion, logo designing and article language translation. The aim was to estimate the quality of produced
data and the ability of evaluators to assess those data through pairwise comparisons of image descrip
tions, logo designs and article translations created by two different creators  data producers. Schall et
al. [174] tried to evaluate crowdsourcing participants (coordinators, supervisors and workers) used for
business process. They created a twomode social graph for each coordinator that processes a task from
a customer. Supervisors, that separate the task into subtasks, and workers that perform the task, corre
spond to the two types of entities that compose the bipartite graph. The authority score is used to rank
the performance of workers while the hub score is used to rank the effectiveness of supervisors to assign
the right task to the right workers. Aydin et al. [175] tried to find the right answers to multiplechoice
questions that had been aggregated from the crowd for the game “Who wants to be a millionaire?”. They
created a big bipartite graph composed by multiple choice answers, assumed as authorities, and users, as
sumed as hubs. The computed hub scores, through the HITS algorithm, of the users were used as weights
in a weighted voting scheme that predicts the right answer of a multiple choice question. The authors
claimed a significantly increased accuracy of right prediction on the harder questions that are posed at
the end of the game while the overall accuracy of prediction reaches 95%.

The structure of tuples {user, item, tags} in tagging systems has been termed folksonomy, being com
posed of folk, i.e., the users of the tagging system, and a taxonomy, i.e., a hierarchy is built from an
“isa” relationship. Traditional ranking algorithms such as the PageRank and HITS were proposed for
ranking folksonomies [176]. However, the fact that folksonomies are composed from three different
types of entities, and, therefore, can be only modelled as tripartite graphs, makes the direct application
of those algorithms for ranking folksonomies problematic. As a result several modifications of the orig
inal PageRank and HITS algorithms were proposed. The FolkRank [177] is one of the algorithms that
are based on the PageRank algorithm while a modification, called differential FolkRank, appropriate for
ranking folksonomies that are modeled as unidirected tripartite graphs was also proposed by the same
authors [177].

There are different approaches in tag filtering including that of Xia et al. [127] who proposed a bilayer
clustering framework to locate relevant tags to social network images. In the first layers they try to locate
relevant tags and images. In the second layer the image groups are divided into smaller using Affinity
Propagation. Then they calculate the frequency and relevance of tags to keep only the relevant ones.
Wang [178] et al. inspired by topic modelling and deep learning, proposed a method called regularized
latent Dirichlet allocation to filter tags. In the deep learning model they use four layers combining tags
and image features.
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3.5 Topic modelling for Instagram hashtags filtering

In previous section we reviewed graphbased methods as an approach for filtering out nondescriptive
Instagram hashtags. The graphbased method is based on the crowd and as a result can not be automated.
In the current section we examine topic modelling as method for identifying relevant Instagram hashtags.
Topic modeling is based on word probabilities. Words with higher probabilities in a corpus can give a
good idea of what topics are discussed in that corpus [179]. Assuming that a corpus can be derived by
compiling all hashtags appended to Instagram images retrieved via single hashtag query, we can use topic
modelling find relevant hashtags to the query hashtag. This approach can be easily automated, because
we can collect hashtags from relevant images, imply topic modelling and locate relevant hashtags.

Topic modelling algorithms use statistical analysis to discover the themes that best describe a collection
of documents [180]. Thus, with topic model analysis, large archives of documents can be automatically
tagged with thematic information. Topic modelling was applied on a variety of data sources. Below we
concentrate on studies focusing on topic modelling applied on data crawled from social media platforms.

Rohani et al. [181] used topic models to extract topic facets from a dataset consisting of 90527 records
related with the domain of aviation and airport management. The data were crawled within a period of 30
days from social media (the authors did not refer to the platform fromwhich the datawere collected). They
developed an LDA topic modeling method while the data were preprocessed by removing punctuation
and stop words. They identified five main topics and then they examined which one of the topics was the
dominant in each date. The performance of topicmodellingwas qualitatively evaluated by domain experts
who were asked to investigate the detected topics along with the discovered keywords and compare the
results with their own interpretation about the top topics of the studied datasets.

Liu and Jansson [182] tried to identify city events from Instagram data. They created a dataset with posts,
comments, and hashtags during the summer of 2016 from publicly accessible Instagram accounts in the
Helsinki metropolitan region. Then, they applied the LDA topic modelling method to the set of relevant
posts in order to discover clusters of targeted events. They thoroughly investigated the best number of
topics that had been pursued and they concluded that as the numbers of topics increases the topics become
heavily overlapped; thus, they decided to set an upper bound of topics (50) to their analysis. On the other
hand, pursuing a small number of topics created noncoherent themes composed mainly from the most
frequent words in the dataset. Instagram hashtags were kept during their analysis but only as a part of
the container post / message. The authors do not provide any information on the preprocessing steps
they applied nor on the way they evaluated the results of their analysis. In a newer analysis, the same
authors (Liu and Jansson) [183] concluded that it is necessary to remove frequent nontopical terms,
such as compliments, excitements or other positive tone and sentiments in order to bring up more novel
topics. They examined, also, the importance of hashtags’ presence in the Instagram posts and drew the
conclusion that keeping hashtags in the analysis brings value into the mined topics.

In their effort to detect relevant content topics of pictures associated to a particular hashtag, Fiallos et
al. [184] collected 7382 pictures associated with the hashtag #allyouneedisecuador. The aforementioned
hashtag was created by a campaign entitled “All you need is Ecuador” as an effort to strengthen tourism
in Ecuador. They calculated the similarity of topics mined from users description (hashtags and post
text) and topics mined from visual analysis of the photos, called visual description. Visual descriptions
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were extracted with the aid of Microsoft Cognitive Services5. The visual descriptions produced 962

terms which after preprocessing were reduced to 838 while the users’ descriptions initially produced
21972 terms and reduced to 18810 terms after the preprocessing stage. Topic modelling was applied to
both description sets separately by combining TFIDF with either the NonNegative Matrix Factorization
algorithm or the KMeans clustering algorithm. The authors discovered low similarity between the topics
mined from the users description and the visual description and attributed this deviation to the fact users
usually refer to situations or opinions regarding the photos while visual analysis produces tags more
related with the actual content of the images.

Manikonda et al. [185] concluded that on Twitter you can locate informational content while on Instagram
the content is more personal and social in nature. To reach this conclusion the researchers performed
textual and visual analysis on the media content posted on these two platforms from the same set of
users. For their textual analysis they used Latent Topic Models to extract topics users post on Instagram
and Twitter with the aid of the TwitterLDA API6 which was developed for topic modeling of short text
corpora to mine the latent topics [186]. The visual analysis targeted on the clustering of images using low
level features (SURF features7) in an effort to investigate differences between the clusters created from
the Instagram and Twitter photos.

Alkhodair et al. [187] tried to improve the performance of TwitterLDA by combining it with the Word
Net8 and by including also hashtags in their analysis. They emphasized on the importance of different
keywords to different topics based on the semantic relationships and the cooccurrences of keywords in
hashtags. They also proposed a method to find the best number of topics to represent the text document
collection. In order to evaluate the obtained results they used perplexity, topics coherence and users
qualitative investigation of the mined topics.

The previous discussion shows that no other work so far dealt with topicmodelling on Instagram hashtags,
neither for extracting image tags nor for any other reason. In most cases Instagram (and Twitter) hashtags
were used only as a part of the container post / messagewhile in other were totally ignored. In addition two
other important facts revealed from the literature review. The first is that LDA is the method of preference
for most researchers regarding topic modelling. For short posts / messages such as tweets a the Twitter
LDA variation is usually used. The second, is that there is no common approach for evaluating topic
modelling. Most researchers involve qualitative evaluation through user inspection while some others
use quantitative metrics such as topic coherence.

3.5.1 Word Clouds

In Section 3.5 we have seen that the evaluation of topic modelling is mainly based on topic coherence.
Nevertheless, evaluating the results of topic modelling is not an easy task. Several researchers approach
(see [188], [189]), evaluated mined topics against humans performance. As Uglanova and Gius [189]
mention human evaluation is still the gold standard in the evaluation of topic models. Topic models can
be also seen as words clouds and interpreted by humans on the basis of this tool. In the following a short
literature review on the use of word clouds is presented.

5https://azure.microsoft.com/enus/services/cognitiveservices/directory/vision/
6https://github.com/minghui/TwitterLDA
7https://en.wikipedia.org/wiki/Speeded\_up_robust_features
8https://wordnet.princeton.edu/
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Word clouds is an informative data visualisation tool [190] primarily used to summarize textual informa
tion but it has been also applied for the analysis of social media data. Word clouds are used to depict word
frequencies derived from a text or a set of text documents. The size of each depicted word in the cloud
depends on its frequency: words that occur often are shown larger than words with rare appearance while
stopwords are removed. Thus, a Word cloud can be seen as a synopsis of the main themes contained in
textual information [191, 192]. Word clouds became popular in practical situations and are commonly
used for summarizing a set of reviews presented as free texts (i.e., “open questions”).

In order to construct a classic word cloud it is necessary to calculate the word frequencies in a text or set
of texts. However, word frequencies can be replaced by any other measure that reflects the importance of
a word in a text document. In that respect word clouds can be used for the visualisation of topics derived
from a collection of texts. Topic models infer probability distributions from frequency statistics, which
can reflect cooccurrence relationships of words [193]. Through topic modeling we can reveal the subject
of a document or a set of documents and present in a summarized fashion what the document(a) is / are
about. This is why topic modeling is, nowadays, a stateoftheart technique to organize, understand and
summarize large collections of textual information [194]. Since with topic modelling we can measure the
most relevant terms of a topic we can assume that by applying topic modelling on the hashtags sets [195]
we can derive a set of terms best describing the set of Instagram photos grouped together within a subject.

Jin [196] used Twitter data about Hurricane Maria to identify and understand the main communication
patterns of the related thread. She approached that problem in quantitative manner by topic modeling
and word clouds to capture topics related to Hurricane Maria, and then, to qualitatively explain the re
sults. Nogra analysed Instagram comments in order to locate words that are mentioned more frequently
according to the media photo and visualised the results with word clouds [197]. The overall aim was to
identify appropriate words to be associated with online product advertisements to better target possible
customers.

In a study on how the Instagram is used to depict and portray breastfeeding, and how users share per
spectives and information about that topic. Marcon et al. analysed 4089 images and 8331 correspond
ing comments posted with popular breastfeedingrelated hashtags such as #breastfeeding, #breastmilk,
#breastisbest, and #normalizebreastfeeding. They usedword clouds to visualize the comment discussions
in order to quickly identify the main discussion trends [198]. Vitale et al. [199] investigated how Igers
(‘instagrammers’ which allow people who do not follow them to find their photos) represent themselves
and their experience at museums in a textualised fashion. They analyzed the captions and hashtags of
Igers’ Instagram photos and presented the most frequent words used in word clouds for quick interpreta
tion.

Mittal et al. [200] study some user interaction properties, such as hashtags and post time, along with
photo properties such as photo features or applied image filters to understand users’ engagements with
Instagram posts. As a part of their analysis, they apply the Latent Dirichlet Allocation (LDA) algorithm
in order to locate the most commonly used hashtags at a specific location. The most common hashtags
per location are depicted as word clouds.

Kamil et al. [201] collected 1017 Instagram posts, tracked with the hashtag #prayfornepal, related to the
Nepal earthquake inApril 2015 to investigate how the people respond and express themselves emotionally
for a disaster of such massive scale. By using posts’ date, time, geolocation, image, post ID, username
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and ID, caption, and associated hashtags they categorized the posts into seven categories and they created
the word clouds for each one of those categories using the captions and the hashtags to visually illustrate
the main topic facets related with the disaster.

In order to study the reactions of Instagram users on an Indonesian action entitled GERMAS, aiming
to promote healthy living community movement, Habibi et al. [202] collected posts related to hashtag
#germas. They applied topicmodeling on the captions of those posts and usedword clouds to illustrate the
resulting topics. For topic modelling the authors used the Latent Dirichlet Allocation (LDA) algorithm.

3.6 Color histograms and hashtags sets

In contemporary Contentbased Image Retrieval systems colorbased features are quite common. Among
them colorhistograms are probably the most popular ones. Can we assume that the there is a correlation
between the color histogram of an Instagram image and the associated hashtag set of that image? In this
section we review the literature on color histograms and word embeddings which are the means we use
in this thesis to investigate the previous question.

3.6.1 Color histograms and Bhattacharyya distance

In contentbased retrieval, images are indexed by their visual content, usually based on lowlevel char
acteristics such as color, texture, shape, and spatial layout [203]. In practice, as in the case of search
engines, colorbased features are commonly adopted [204]. Among them, color histograms [205] are
quite popular. Google Image9, for instance, provides the users the ability to search images based on
image examples (query images). Although the exact features that Google uses for the contentbased re
trieval are not known, if we compare the retrieved results with query images we can easily conclude that
image similarity and ranking is based on color histogram comparisons. This conclusion is also evidenced
by previous work: Takeishi et al. [206] compare the results of their contentbased image retrieval system
with that of Google image search. In this context, we assume that accurate estimation of colorbased sim
ilarity is highly desirable for a variety of purposes such as image preindexing, easy creation of training
sets in the Automatic Image Annotation (AIA) paradigm [12], and for establishing hybrid image retrieval
methods.

Colorbased lowlevel features are used for image classification and matching because of their effec
tiveness and ease of computation [14]. Color histogram is one of the methods that is used to extract
lowlevel features. Color histograms are invariant to orientation and scale, and this property makes them
more powerful for image classification [207]. Theodosiou [2] in his survey focuses on image retrieval
using the AIA approach. In the proposed framework Theodosiou to extract lowlevel features uses spatial
and color histograms to classify images. Zhang et al. [208] they propose an image retrieval algorithm that
is based on color histograms. Mufarroha et al. [209] they build a system for contentbased image retrieval
that is based on color histogram and distance calculation between histograms to retrieve similar images.
Alwan et al. [210] proposed a novel approach for identifying influential users on Instagram. They used
color histograms in the RGB space to distinguish between influential and noninfluential posts.

9https://www.google.com/imghp?hl=en
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The approaches that calculate the similarity between images can be broadly divided into two categories
on the basis of the metrics that are used. Intensitybased approaches are based on features (indices)
derived from pixel color intensities while geometrybased approaches use geometric transformations
between corresponding pixels [211, 212] in the compared pair of images. In intensitybased similarity
computation, the metrics that are usually used are correlation, Chisquare, intersection, and Bhattachar
rya [213, 214] distance. The geometrybased similarity metrics include Pixel Correspondence Metric,
Closest Distance Metric, Figure of Merit, and Partial Hausdorff Distance Metric [212, 215]. The main
drawback of geometrybased similarity metrics is their high computational cost. Thus, intensitybased
metrics, usually involving histogram and histogram matching, are frequently adopted. While a variety of
metrics is used for histogram matching, the most common metric is Bhattacharrya [213,214] distance.

Bhattacharyya distance was widely used for computing the lowlevel content similarity of two images,
video frames or image regions, in a variety of purposes. ChaconQuesada and SilesCanales [216]
adopted Bhattacharyya distance as a metric for shot classification of soccer videos. They evaluated eight
different histogram distance metrics and they concluded that Bhattacharyya distance is the best among
them. Ong et al. [217] in their effort to develop a moving target tracking algorithm, used color histograms
of frame regions to locate the target object in each frame. Abidi et al. [218], in their visionbased robot
control system, use histogram of oriented gradients (HoGs) and minimize the Bhattacharyya distance
between two sets of gradient orientations expressing the desired and current camera poses. Doulah and
Sazonov [219] cluster foodrelated images using Bhattacharyya similarity. The images are extracted
from meal video captured with a wearable camera and they are indexed using histograms in the HSV
color space.

3.6.2 Word Embeddings

In the previous section, we discussed the distance between two color histograms and related research
work. In this section, we discuss the second key technology dealing with the question we posed in the
beginnig of Section 3.6, i.e., the word embeddings, focusing on their use in the context of Instagram
hashtags.

Word embeddings, i.e., techniques that convert words to numerical vectors retaining semantic and syn
tactic information, is a stateoftheart approach in natural language processing, especially in document
classification, sentiment analysis [220] and topic modelling [221]. Word embedding techniques learn the
relation between words via training on context examples of each word [222] using deep learning meth
ods. The most common used word embeddings are GloVe [223], Word2vec [224], and WordRank [225].
Pretrained word embeddings for every word in a variety of languages are available online and this is
boosted their application on an impressive number of different fields and purposes.

Weston et al. [226] used a convolutional neural network to create specific word embeddings for hashtags.
The overall aim was to predict hashtags from the text of an Instagram post. Liu and Jansson [182] tried
to identify city events from Instagram posts and hashtags. They used Word2vec embeddings for query
expansion, i.e., to identify terms related to the seed posts they used. Hammar et al. [227] classified
Intastagam text posts into clothing categories using word embeddings. They used similarity matching
via word embeddings to map text to their predefined ontology terms.

Prabowo and Purwarianti developed a system that helps online shop owners to response to Instagram
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comments [228]. The system classifies the comments to those that are necessary to answer, those that the
online shop owner needs to read, and those to ignore. By comparing Support Vector Machines (SVMs)
and Convolutional Neural Netowks (CNNs) they concluded that the combination of word embeddings
with CNN learning provides the best combination.

Akbar Septiandri and Wibisono [229] used Word2vec to detect spam comments on Indonesian Instagram
posts. They used the fastText library which allows easy expansion of word matching to shorttext (para
graph) matching. Serafimov et al. [230] proposed hashtag recommendation for online posts using word
to paragraph matching with the aid Word2vec vectors. Gomez et al. [223], based on Instagram posts re
lated to the city of Barcelona, combine images and caption to learn the relations between images, words
and neighborhoods. To achieve their goal they used pretrained GensimWord2Vec models to discover the
words the users relate with Barcelona’s neighborhoods. Xu et al. [231] used word embeddings to locate
relevant documents in an information filtering system. In their model create topic models based on doc
uments of user interests. Then a topic model is estimated for incoming documents and the relevance of
the document is estimated to determine if the document is relevant for the user oe not.

3.7 Transfer learning and image classification

Color histograms effectively capture the visual content of an image especially in the contest of AIA.
However, the fact that color histograms do not retain spatial information leads to cases where images
showing very different concepts (such as sky and sea) but still have very similar color histograms. In
recent years, several researchers have focused their efforts for AIA on deep learning [232] which became
nowadays the state of the art approach in the field. Cheng et al. [13] in their survey of different AIA
methods concluded that deep learningbased approaches show the best performance. Below we review
some recent studies that successfully applied transfer learning for image classification.

Abdullah and Hasan [233] in their study to classify 200 images in five categories, namely: Binoculars,
Planes, Faces of people, Watches, and Motorbikes, used the AlexNet Model, a pretrained CNN, and
they concluded that with the help of that pretrained model achieved improved accuracy of classification.
Chaib et al. [234] used two pretrained Convolutional Neural Networks (VGGNet and CaffeNet) for the
classification of Very HighResolution (VHR) satellite images. They compare their method with other
stateoftheart methods, and they concluded that their transferlearning based methodology outperforms
the other stateoftheart methods. Shima [235] also applied transfer learning with the aid of AlexaNet
pretrained models. They investigated object classification, using the STL10 database, for ten classes,
and they achieved an average of 84.38% testset accuracy. Nasiri et al. [236] examined automatic identifi
cation of grapevine cultivar by leaf image using pretrained ImageNetmodels, in transfer learning context.
They reported an overall accuracy of 99.11% on six grapevine cultivars. TaheriGaravand et al. [237]
proposed a transferlearning based methodology for chickpea variety identification and discrimination.
Four commercial chickpea varieties (Adel, Arman, Azad, and Saral) were used in their experiments. They
used pretrained ImageNet models to finetune their models and they reached an average classification
accuracy of over 94%.

Tsapatsoulis and Diakoumopoulou [238] applied transfer learning for face verification on the specific
case of old Greek actor Leonidas Arniotis using the ResNet50 model, trained on VGGFace2 dataset and
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finetuned using confirmed photos and video frames of the actor. They concluded that transfer learn
ing can be applied for face verification but special attention must be given when comparing images of
highly different resolutions. In that case, the learned embeddings seem to mainly capture global image
characteristics rather than specific facial characteristics that can discriminate different people.

3.8 Summary

In Chapter 3, we have presented an extended literature review spanning the six of the seven research
questions of the current thesis. Several studies referring to the use of Instagram hashtags, and manual
and crowdsourcing annotation for the formation of training datasets for AIA purposes were presented. We
have also seen filtering methods that can be applied on Instagram hashtags emphasizing on graphbased
methods. Topic modelling methods applied on social media data and verified through word clouds were
also reviewed. Application of color histograms and word embeddings for AIA were presented while the
literature review was concluded by reporting some recent methods of transferlearning applied for image
and object classification.

In Chapter 4, we formulate the mathematical background of the methods applied in the context of the
current thesis while we explain the methodology we followed.
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4.1. INTRODUCTION

4.1 Introduction

The purpose of this chapter is to explain the research design and methods adopted in the current study to
answer the research questions set (see Section 1.2). We first describe the methodology that we followed
to investigate whether Instagram hashtags accompanying each image describe the visual content of the
image (and, thus, can be used for AIA purposes). Then, we deal with the problem of identifying and
remove stophashtags, i.e., common non descriptive hashtags. Graph theory and relevant methodologies
for hashtag filtering are presented next. The topic modelling approach for hashtag filtering and image
retrieval is, then, covered and discussed. The methodology we followed to identify possible correlation
between visual content and (filtered) hashtag sets is then presented, including a discussion for color
histograms creation and matching. The chapter concludes with a discussion of the method we used for
transfer learning.

4.2 Examining if Instagramhashtags describe the visual content of images

The purpose of this section is to analyze the methodology we followed to investigate if hashtags are
appropriate for AIA. We further analyze that research question into two specific goals. The first is to
investigate whether Instagram hashtags accompanying images can be used as image tags so as to create
imagetag pairs for training machine learning approaches for AIA. The second is to provide a rough
estimation on the percentage of Instagram hashtags that describe the visual content of accompanying
images.

The basic assumption underlying this methodology is that owners’ annotation data (in our case Insta
gram hashtags) are more close to experts’ annotation compared to that of crowdsourcing since the latter
expresses the endusers’ perspective. If participants’ choices coincide with the hashtags the owner gave
we have a good indication that these hashtags are, indeed, related with the visual content of the picture
(since what the participants see is the contextfree picture without any sort of metadata). An advantage
of using Instagram data for training AIA methods is that webcrawled data are far more easier to collect
than crowdsourcing ones. Among the webcrawled data, the ones collected from Instagram are much
more accurate (in terms of descriptive value) compared to those used in traditional webdocument index
ing (keyword extraction from webpages) while they are richer than those collected via clickthroughs or
other forms of implicit judgement.

In order to examine the aforementioned goals we adopt a quantitative methodology based on an online
questionnaire. Through the online questionnaire we examine if participants would choose the owner
hashtags to annotate the image rather than random hashtags. With the choice of online questionnaire
we increase the number of participants, reduce the time required to fill in the questionnaire and avoid
fatigue effects. For the analysis of results we follow a hybrid methodology combining a set up from
social science research with a strict mathematical framework which is common in natural sciences. We
decided to define clear research questions and properly select the participants of the experiment rather
than randomly choosing among ordinary users of social media. We consider that in order to assess the
descriptive value of Instagram hashtags of the photo owners / creators we need users that are familiar
both with the social media and the use of metadata in digital content. Librarians would be ideal for this
purpose. They use social networks daily and one of their main tasks is to organize knowledge and annotate
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electronic resources, so we can say they are, in some respect, experts in image annotation. Moreover,
undergraduate and postgraduate university students are also good candidates for the population group
because social media are highly popular among students as we can conclude from the survey of Pew
Research Internet Project [239]. To the best of our knowledge this is the first work that examines the
appropriateness of Instagram photohashtag pairs for creating training sets for AIA. In addition the, AIA
tries to address the problem of automatically assigning tags to images to be used by the contemporary
search engines. So, to evaluate the descriptive power of hashtags we choose the aforementioned users
that search in search engines daily.

4.2.1 Mathematical formulation

The current research question will be answered via an empirical study. Thus, a solid mathematical frame
work for evaluating the results, in terms of retrieval effectiveness measures such as Recall, Precision and
Fscore [240], is necessary. As it can be seen below those measures are adapted to the specific study.

Let us denote with P i the ith participant (i=1,...,NP ) of a total ofNP study participants. We also denote
with Ij the jth image (j=1,...,NI ) in the image dataset whereNI is the total number of images annotated
at least from one user. By set H = {h1, h2, ..., hNH

} we define the set of hashtags the owners / creators
used to tag the images in set I while NH is the total number of tags.

We define the participant’s P i recall value, Rij , for image Ij as the proportion of owner’s hashtags, for
this image, that were selected by P i in the questionnaire. In a mathematically formal way this is given
by:

Rij =
||Tjc ∩ Tji||
||Tjc||

(4.1)

where Tjc is the set of distinct hashtags assigned to image Ij by the image owner, Tji is the set of
distinct hashtags the participant P i assigned to image Ij (based on the choices presented to him/her in
the questionnaire), ∩ is the set intersection operation and ||Ω|| denotes the cardinality of set Ω.

Extending eq. 4.1 across all images participant P i annotated we get the overall per participant recall
value:

Ri =

∑NI
j=1

∥∥∥Tjc ∩ Tji

∥∥∥∑NI

j=1,Tji ̸=∅

∥∥∥Tjc

∥∥∥ (4.2)

where the constraint Tji ̸= ∅ indicates that summation refers only to the images participant P i annotated.

The overall per image recall value is computed with the aid of eq. 4.3:

Rj =

∑NP
i=1

∥∥∥Tjc ∩ Tji

∥∥∥
N j

P ·
∥∥∥Tjc

∥∥∥ (4.3)

where N j
P is the number of participants who annotated image Ij .

In a similar manner we define per image (see eq. 4.5) and per participant precision (see eq. 4.6), i.e., the
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proportion of a participant’s choices that coincide with owner’s hashtags, and Fmeasure (harmonic mean
of recall and precision) as follows:

Pij =
||Tjc ∩ Tji||
||Tji||

(4.4)

(precision of participant’s P i choices for jth image)

Pj =

∑NP
i=1

∥∥∥Tjc ∩ Tji

∥∥∥∑NP
i=1

∥∥∥Tji

∥∥∥ (4.5)

Pi =

∑NI
j=1

∥∥∥Tjc ∩ Tji

∥∥∥∑NI
j=1

∥∥∥Tji

∥∥∥ (4.6)

Fj =
2 ·Rj · Pj

Rj + Pj
(4.7)

Fi =
2 ·Ri · Pi

Ri + Pi
(4.8)

Let us now assume an index of hashtags V⃗ in which all the hashtag choices presented to the participants
though the questionnaire images are concatenated. That is, if in the questionnaire the participants are
asked to choose between 8 hashtags in the first image then these hashtags are the first 8 entries of vector
V⃗ . The available hashtag choices for the second image of the questionnaire will follow, then that of the
third image and so on. Note that in index V the same hashtag may appear more than once and in different
position indicating a particular choice for a specific image.

If we denote with ‘1’ the hashtags chosen by a specific participant and with ‘0’ the hashtags not chosen
then a participant P ican be represented by a binary vector P⃗ i, with length equal to that of index V⃗ ,
denoting his / her ‘profile’. In a similar way we can define the creators / owners vector, say C⃗ in which the
hashtags used by the photo owners are represented with ones and hashtags not used by zeros. Obviously,
the vector C⃗ does not correspond to a specific user profile but to the aggregated profile of all photo
owners. The similarity of images’ interpretation between photo owners / creators and each one of the
participants can be, then, estimated by any vector comparison metric. Because both vectors C⃗ and P⃗ i

are binary ones the choice of Hamming distance [241] is evident. Hamming distance compares binary
strings of equal length and outputs the number of positions at which they differ [241].

Thus, the similarity S(C,P i) between the choices a participant P i made in order to characterize the
images in the questionnaire with the actual hashtags the owners used, is given by:

S(C,P i) = 1− h(C⃗, P⃗ i)

L
(4.9)

where h(C⃗, P⃗ i) is the Hamming distance of vectors C⃗ and P⃗ i and L is the corresponding vector space
dimension (i.e., the length of vectors C⃗ and P⃗ i and index V⃗ ).
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4.3 Locating Stophashtags

AIA techniques calculate the correlation between image features and textual words from example datasets
in order to predict keywords for unseen images. The first step of AIA, is, therefore, the creation of good
training examples, i.e., pairs of images and relevant tags. So hashtag filtering is essential for AIA pur
poses. Common hashtags among irrelevant images or nondescriptive words add noise to the machine
learning process and could lead to nonrepresentative concept models. In an analogy to document index
ing, where stopwords are removed [242], so we can suggest the term ‘stophashtags’ to those hashtags.
Thus, ‘stophashtags’ are usually meaningless hashtags that appear quite frequently in entirely different
image categories [155].

Figure 4.1: An example of Instagram image along with its hashtags. We can locate meaning
less hashtags such as #f4f, #like4like, #likeback, #instamood, #cute, #followme, and #liketeam

Figure 4.1 shows an example of an image in Instagram depicting hashtags, among which some are re
lated to the visual content of the image and some are irrelevant. The post includes the picture of a dog
(to the left) along with the hashtags the creator/owner used to annotate it (the rigt part). Hashtags like
#puppylove, #puppy, #dog, #doglover, #pet, #dogstagram, and #nature can be considered as descrip
tive of the visual content, but hashtags such as #f4f, #like4like, #likeback, #instamood, #followme, and
#liketeam are used exclusively in a metacommunicative manner and clearly lack any descriptive value.
These hashtags can be considered as stophashtags since they appear in many, visually irrelevant, images
in a similar manner as commonwords (e.g. conjunction words or articles) appear in irrelevant documents.
In document classification these words are considered stopwords and are discarded.

4.3.1 Methodology for locating stophashtags

As in the previous research question, it is important to define a mathematical framework which will allow
us to proceed with ‘stophashtags’ identification and removal, as well as for effectiveness evaluation. The
aims is to propose an algorithm for calculating a hashtag score based onwhich we can locate stophashtags.
From the definition we have given (theoretically) to stophashtags, i.e., meaningless hashtags that appear

46



4.3. LOCATING STOPHASHTAGS

in irrelevant image categories, we can devise the basic principles of our algorithm: We could select N
subjects / hashtags that are thematic irrelevant (e.g.‘dog’ and ‘tower’) and collect all images related to that
subjects. We can easily assume that common hashtags appear in different categories as mentioned before,
they are not related with images’ visual content, so these hashtags are not descriptive. Our proposal is an
algorithm encompassing six steps:

1. Create a list of N independent ‘subject’ hashtags. Independence can be assessed on the basis of
Word2Vec embeddings1 or similar tools.

2. For each ‘subject’ hashtag H retrieve relevant images. We consider, therefore, here that images
retrieved under the same ‘subject’ hashtag form an image category.

3. For each image I collect all hashtags appended to it.

4. For each ‘subject’ hahstagH compute a stophashtag score SH

5. Compute a threshold T of SH scores with the aid of Otsu method

6. If SH > T add to H Stophashtag List.

To the best of our knowledge this is the first research that attempts to locate meaningless hashtags in
Instagram for automating the process of hashtag selection for AIA.

4.3.2 The stophashtag score

The mathematical formulation of stophashtag score is the key element in the above algorithm. We denote
withNH the number of subjects/hashtags that contain a specific ‘subject’ hashtagH , whileN denotes the
number of randomly selected ‘subject’ hashtags. It is essential to mention that the selection of ‘subject’
hashtags must be done with great caution because the subjects have to be independent (noncorrelated)
with each other. We denote, also, with IH the number of distinct photos we locate through the ‘subject’
hashtag H and with I the total number of photos retrieved through all N ‘subject’ hashtags. In order to
formally estimate the likelihood of a hashtag to be a stophashtag we define a score, SH , that combines
the normalized subject frequency of a hashtag, SF , and the normalized image frequency of a hashtag, IF ,
as follows:

SF =
NH − 1

N − 1
(4.10)

where N > 2. We use NH − 1 in the nominator of eq.4.10 to indicate that the ‘subject’ hashtag used to
retrieve the photos within a subject (let’s call it retrieval keyword) is, by definition, relevant to the content
of photos retrieved within this particular subject and cannot be considered as stophashtag. For instance,
assume that one of the N subjects/hashtags used to collect photos is the hashtag #car. To estimate the
normalized subject score for the hashtag #car itself, we should count its frequency of appearance in the
remaining subjects excluding the one it was used as a retrieval keyword. In this respect, the number of
independent subjects (used in the denominator of eq.4.10) is N − 1.

1https://radimrehurek.com/gensim/models/word2vec.html
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Algorithm 1 Locating Stophashtags
1: procedure Hashtags(HList)
2: /* HList = {H1,H2, ..., HN}: N independent hashtags given by the user */
3: H ← [] ▷ H: an empty hash table
4: for Hi in HList do:
5: H[Hi]← List of URLs of Instagram images tagged with Hi

6: for Ij in H[Hi] do:
7: H[Hi][Ij ]← list of hashtags of image Ij
8: return H
9:
10: procedure HashtagLists(H,HList)
11: /* H: hash table obtained by procedure Hashtags */
12: /* HList: List of N independent hashtags given by the user */
13: /* h[s] ⊆ HList: List of hashtag topics in whose images hashtag s appears in */
14: /* p[s]: List of images, obtained byHList topics, that have s as a hashtag in */
15: S ← set of distinct hashtags in hash tableH
16: P ← set of distinct image URLs in hash table H
17: for s in S do:
18: h[s]← {}, p[s]← {}
19: for Hi in HList do:
20: for Ij in H[Hi] do:
21: if s ∈ H[Hi][Ij ] then
22: if Ij /∈ p[s] then
23: p[s]← p[s] + {Ij}
24: if Hi /∈ h[s] then
25: h[s]← h[s] + {Hi}
26: return h, p, S, P

27:
28: procedure HashtagScore(h, p, S, P,HList)
29: /* HList: List of N independent hashtags given by the user */
30: /*S: set of distinct hashtags in hash tableH */
31: /* h: Hash table showing for each hashtag the list of hashtag topics it appears in*/
32: /* p: Hash table showing for each hashtag the list of images it appears in*/
33: N ← length of HList ▷ Total number of topics / subjects
34: I ← length of P ▷ Total number of distinct image URLs retrieved
35: SH ← [];SF ← []; IF ← []; aN ← 0.8 ▷ aN : a weighting factor indicated in eq.1
36: for s in S do:
37: NH ← length(h[s]); IH ← length(p[s])
38: SF [s]← (NH − 1)/(N − 1)
39: if NH == 1 then
40: IF [s]← 0
41: else
42: IF [s]← IH/I

43: SH [s]← aN · SF [s] + (1− aN ) · IF [s]
44: return SH , SF , IF
45:
46: procedure StopHashtagList(SH , S)
47: /*SH : list of hashtag scores */
48: /*S: set of distinct hashtags in hash tableH */
49: SHL← {} ▷ Empty stophashtag list
50: T ← Otsu threshold of SH list values
51: for s in S do:
52: if SH > T then
53: SHL← SHL+ {s}
54: return SHL
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IF =


0, NH = 1

IH
I , NH > 1

(4.11)

SH = aN · SF + (1− aN ) · IF (4.12)

where 0 < aN < 1 is a weighting factor indicating the relative importance of normalized subject and
image frequencies. Recommended values, found through experimentation, for aN range in the interval
[0.75 1).

4.4 Graphbased methodology for filtering Instagram hashtags

As we have seen in Section 3.4 the HITS algorithm has been successfully applied in realworld problems
that can be modeled through bipartite graphs. At the same time crowdsourced image annotation is gaining
popularity through the wide use of dedicated crowdsourcing platforms. The conceptual framework of the
proposed method is presented in Fig. 4.2. So, we apply HITS algorithm in order to identify image tags in
a crowdsourcing environment. To the best of our knowledge, this is the first work that suggests the HITS
algorithm in order to identify image tags in a crowdsourcing environment. Moreover, we can locate the
appropriate hashtags in each image with the proposed methodology. Furthermore, we use the crowd’s
wisdom to annotate images considered close to an expert.

Figure 4.2: Conceptual framework for tag selection through HITS in a crowdsourcing scenario

Α twostage search was conducted. The first stage is based on data from the online questionnaire we used
in the previous search (see Section 4.2). In the first stage we apply the HITS algorithm per image since
we created bipartite network for a single image. So, as we see in Fig. 4.2 the reliability and performance
of annotators is reflected on the hub value while the suitability of each hashtag to be used as image tag
is reflected on the authority value are calculated per image. In the second stage we applied the HITS
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algorithm in data collected from a crowdsourcing platform. The problem of crowdsourced image tagging
has never been modeled as a twomode network probably because it involves three different types of
entities: annotators, images and tags. We overcome the three entities problem by applying the HITS
algorithm in two consecutive steps and on two different bipartite graphs. We first estimate the reliability
of annotators by utilizing the hub value of the full bipartite graph consisting of the annotators and the tags
they selectedused across all images. Then the annotator hub values are used as tieweights on bipartite
graphs constructed per Instagram image. The authority values of the tags, computed through the HITS
algorithm, give us a ranking in terms of relevance between the hashtags and the image they accompany
and is used to filter out the relevant from the irrelevant hashtags. Moreover, in the second stage FolkRank
is used as baseline to evaluate the performance of the proposed method.

4.4.1 Mathematical formulation

Let us assume an Instagram image Ij and the set T j={tj1, t
j
2, . . . , t

j
k . . . , t

j
Kj
} of Kj hashtags that ac

company it (see Figure 4.3 for an example). We denote by rjk the relevance of hashtag t
j
k with the visual

content of image Ij . We assume that the relevance scores R[tjk], k = 1, 2, . . . ,Kj , j = 1, 2, . . . ,M are
computed with the aid of a crowd of N annotators (crowdtaggers) as explained in Section 5.4.4.

The aim of this study is to create a ranked set of tags for each one of the Instagram images Ij in terms of
their relevance with its visual content, such as:

T j
r = {tjr,1, t

j
r,2, . . . , t

j
r,k . . . , t

j
r,k+1 . . . , t

j
r,Kj
} (4.13)

where R[tjr,k] > R[tjr,k+1]

Figure 4.3: An example of an instagram image: At the top right we see the associated hashtags ap
pended to it.

4.4.2 The proposed algorithm

We assume that a set I = {I1, I2, . . . , IM} ofM Instagram images along with their associated hashtags
T = {T 1, T 2, . . . , T j , . . . , T M} crawled according to the procedure described in Section 5.4.4. The
methodology we follow to solve the problem mentioned in the previous section consists of the following
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steps. For the convenience of the readers who are interested to rerun the process detailed Python code
is given in Section 5.4.6.

Figure 4.4: An example of hashtag selection process that took place via Figureeight

• Step 1: The relevance R[tjk], k = 1, 2, . . . ,Kj of each hashtag with respect to the visual content
of the associated image Ij is assessed by a set U = {u1, u2, . . . , uN} ofN users (annotators) with
the aid of a crowdsourcing platform as it can be seen in Figure 4.4.

• Step 2: Given that all users assessed all image hashtags we can rank their effectiveness by consid
ering the HITS algorithm. For that purpose we construct a bipartite graph:

B = {V, E}

V = VU
⋃
VT

VU
⋂
VT = ∅

(4.14)

where VU and VT are the sets of vertices corresponding to the annotators and hashtags, respectively,
while E = {ejik} is the set of edges denoting that the ith user selected (considered as visually
relevant) the tag tjk of image Ij .

• Step 3: The effectiveness (reliability) of annotators is approximated with the set of hub valuesH =

{h[v1], h[v2], . . . , h[vi], . . . , h[vN ]}, where h[vi] is the hub value of vertex vi ∈ VU , computed with
the aid of the HITS algorithm (see also Section 4.4.4).

• Step 4: For each image Ij we construct a weighted bipartite graph as follows:

Bj = {Vj , Ej}

Vj = VU
⋃
VjT

VU
⋂
VjT = ∅

Ej = {(vi, vk, h[vi])|vi ∈ VU , vk ∈ VjT , h[vi] ∈ H}

(4.15)

where VU is the set of vertices corresponding to the annotators, VjT is the set of vertices correspond
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ing to the hashtags of the jth image and Ej is the set of weighted edges denoting that the ithuser
selected (considered as visually relevant) the tag tjk of image Ij .

• Step 5: A ranked set of tags, T j
r ={tjr,1, t

j
r,2, . . . , t

j
r,k, t

j
r,k+1 . . . , t

j
r,Kj
}, for each Instagram image Ij

is achieved through the set of authority valuesAj = {aj [v1], aj [v2], . . . , aj [vk], aj [vk+1], . . . , a
j [vKj ]},

where aj [vk] is the authority value of vertex vk ∈ VjT , computed with the aid of the HITS algorithm
when it is applied on the weighted bipartite graphs that were created in the previous step.

4.4.3 Bipartite networks

Aswementioned in Section 4.4 we conducted a two stage research. In the first stage we created a bipartite
graph for each image and in the second stage we created a full bipartite graph. In order to fully explain
the two stages we provide with one example of each stage.

4.4.3.1 Creation of a bipartite graph

In Fig. 4.6 is shown the bipartite graph of image with ID =2023 (see Fig. 4.5), i.e., j=2023. In this
example the set of users is uj={58, 77, 85, 122, 145} while the sets tj , ej are as follows:
tj={2025, 2030, 2039, ..., 2226}
ej={(58, 2025), (58, 2049), ..., (77, 2052), ..., (145, 2073)}

Figure 4.5: The image with ID 2023

In the HITS terminology the set uj represents the hubs, i.e., the users that select hashtags, while the set
tj represents the authorities. By observing Table 4.1 in conjunction with Fig. 4.6 we see that the user 145
is highly unreliable. None of the hashtags she/he chose was selected by anyone of the other users. As a
result her/his hub value is practically zero while the authority values of the hashtags she/he chose are also
zero. In contrary, the user 58 selected five hashtags in total from which the three were also selected by
other users. As a results she/he gets high hub value and the corresponding hashtags receive high authority
values.
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Figure 4.6: An example of the usertag network for image 14. The squares show the tags while the
circles show the users that selected those tags for the annotation of image 14.

Hashtag ID Hashtag Authority User ID Hub
value value

2155 Lights 0.2542 58 0.4679
2169 Sky 0.2101 77 0.2913
2226 Moon 0.1520 85 0.1595
2049 Street 0.1295 122 0.0812
2025 Summer 0.1295 145 0.0000
2052 Houses 0.0806
2082 Library 0.0441
2030 Getinspired 0.0000
2039 TakeOut 0.0000
2073 Piranha 0.0000

Table 4.1: Authority and Hub scores for the bipartite network of image with ID 2023 (see also Fig. 4.5)

4.4.3.2 The HITS algorithm: an example

In Figure 4.7 it is shown, for better visualization, the kcore2 (k=6) of the bipartite graph corresponding
to image 7 (the one shown in Figure 4.4). The radius of each tag is analogous to the weighted degree of
the corresponding vertex. The whole bipartite graph for image 7 consists of 607 vertices: 499 annotators
(users), the 16 hashtags of image 7 and another 92 tags suggested by the annotators.

Table 4.2 shows the authority values for the hashtags associated with image 7 along with the hub values of
the 16most reliable annotators (for this specific image) after the application of the proposedmethodology.

4.4.4 The application of HITS algorithm on bipartite and weighted bipartite graphs

The HITS (HyperlinkInduced Topic Search) algorithm was initially introduced by Kleinberg [243,244]
in order to analyze a collection of webpages, relevant to a topic, and locate the most “authoritative”

2https://networkx.github.io/documentation/stable/reference/algorithms/core.html
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Figure 4.7: A subgraph of usertag bipartite network for image #7. Circles show the tags while the
boxes show the annotators that selected those tags.

Hashtag Authority Annotator ID Hub (x10−2)

cat 0.2027 3376020988 0.5582
doll 0.1314 3374149591 0.5163
white 0.1264 3374415489 0.4872
cute 0.1171 3374112507 0.4806
animal 0.0635 3374477746 0.4680
funny 0.0621 3376833191 0.4563
eyes 0.0471 3375771052 0.4556
instagram 0.0434 3375856453 0.4513
fun 0.0389 3374757569 0.4489
game 0.0279 3374777892 0.4256
pleasant 0.0267 3374647452 0.4037
cuddle 0.0256 3374505202 0.4029
belle 0.0092 3376453894 0.3996
shiro 0.0077 3374248101 0.3981
sleep 0.0060 3375852267 0.3976
black 0.0040 3374781743 0.3964

Table 4.2: Authority and Hub values for the bipartite network of image #7 (see also Fig. 4.7)  only the
16 most reliable annotators are shown

ones in that topic. It performs link analysis on those web pages in order to rank them in terms of two
measures: hub value and authoritativeness. The authority score estimates the importance of the content
of the page while the hub score estimates the quality of its links to other pages. Thus, a webpage that has
many inlinks from other pages with high hub value is considered an authority while a page with many
outlinks to high authority webpages is a hub [245,246]. In simple words, the main principle of the HITS
algorithm is that an informed hub points to many effective authorities and an effective authority is pointed
out by many informed hubs. Thus, authorities and hubs have a mutual reinforcement relationship [247].
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The HITS algorithm is commonly used for the analysis of twomode networks represented as bipartite
graphs. In that case both authority and hub values are used as measures of centrality3, however, their
interpretation differs significantly. A vertex with high authority score is considered as an expert while a
vertex with high hub value is assumed as a good recommender. The authority a[v] and hub value h[v] of
a vertex v in a bipartite graph are (iteratively) computed with the aid of the following equations:

a[v] =
∑

vi∈Nv,U

h[vi]

Nv,U = {vi|vi ∈ VU , (vi, v) ∈ E}
(4.16)

h[v] =
∑

vi∈Nv,T

a[vi]

Nv,T = {vi|vi ∈ VT , (v, vi) ∈ E}
(4.17)

where Nv,U is the set of vertices in VU that point to vertex v and Nv,T is the set of vertices in VT that
vertex v points to (see also eq. 4.14).

It can be seen in eq 4.16 and 4.17 that a vertex’s authority value is the sum of the hub score of all vertices
pointing to it while its hub value is the sum of authority scores of all vertices that it points to. The
final hubauthority values of a vertex are determined after infinite repetitions of the algorithm but in
practice typical convergence tests, based on the number of iterations or the change of hub  authority
scores between consecutive iterations, are applied. Given that directly and iteratively applying the above
equations leads to diverging values, it is necessary to normalize hub and authority values after every
iteration so as to sum to 1, i.e.,

∑
v h[v] = 1,

∑
v a[v] = 1. By definition the initial values of a[p] and

h[p] are set to 1.

For weighted undirected bipartite graphs Bj , such as those corresponding to a usertag bipartite network
for a specific image Ij (see eq. 4.15), the equations of the HITS algorithm are modified as follows:

aj [v] =
∑

vi∈N j
v,U

h[vi] · hj [vi]

N j
v,U = {vi|vi ∈ VU , (vi, v, h[vi]) ∈ Ej}

(4.18)

hj [v] =
∑

vi∈N j
v,T

h[vi] · aj [vi]

N j
v,T = {vi|vi ∈ VjT , (v, vi, h[vi]) ∈ E

j}

(4.19)

where N j
v,U is the set of vertices in VU that point to vertex v and N j

v,T is the set of vertices in VjT that
vertex v points to (see also eq. 4.15).

3https://en.wikipedia.org/wiki/Centrality
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4.4.5 Folksonomies and the FolkRank algorithm

While our approach is a modification of the HITS algorithm to handle {user, images, hashtags} folk
sonomies, the FolkRank [177] is a known modification of the PageRank algorithm towards this direc
tion. FolkRankmakes use of the personalization component of the PageRank algorithm and applies single
entity optimization. By doing so, Folk rank is capable of handling the inherent difficulty to adapt a sin
gle entity ranking algorithm (PageRank) to a three entity structure (folksonomy). An additional difficulty
comes from the fact folksonomies are usually modelled as unidirected graphs, i.e., humans select tags for
an item. In order to handle this problem Hotho et al. [248] proposed a modified version of the FolkRank
algoritm, called differential FolkRank. It is this algorithm that is used for comparison with the proposed
method in the next section.

4.4.6 Evaluation metrics

Let us denote with G ={G1,G2, . . . ,GM} the set of hashtags in the gold standard set, where Gj is the
gold standard set for the jth image. In our case, we define the gold standard as the set of descriptive
annotations by the creator. Let us also denote with T j

r,θ={t
j
r,1, t

j
r,2, . . . , t

j
r,k} the ordered set of tags for

image Ij such that aj [tjr,1] ≥ aj [tjr,2] ≥ . . . ≥ aj [tjr,m] . . . ≥ aj [tjr,k] and aj [tjr,k] > θ, where aj [tjr,m] is
the authority value of the vertex of bipartite graph Bj corresponding to the tag tjr,m.

The recall value Rj,θ for image Ij at the authority threshold value θ, i.e., the portion of tags in the gold
standard set that were identified by the HITS algorithm when only the annotator tags with authority score
higher than θ were kept, is given by:

Rj,θ =
||T j

r,θ ∩ G
j ||

||Gj ||
(4.20)

where ∩ denotes the set intersection operation and ||Ω|| refers to the cardinality of set Ω.

In a similar manner we define the precision value Pj,θ for image Ij at the authority threshold value θ, as
the portion of the tags that were identified by the HITS algorithm that are included in the gold standard
set of image Ij :

Pj,θ =
||T j

r,θ ∩ G
j ||

||T j
r,θ||

(4.21)

With the aid of eq. 4.20 and 4.21 we can compute the Recall, Precision and F1measure, at the authority
threshold value θ, for the whole image dataset as follows:

Rθ =
1

M

M∑
j=1

Rj,θ (4.22)

Pθ =
1

M

M∑
j=1

Pj,θ (4.23)
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F1,θ =
2 · Pθ ·Rθ

Pθ +Rθ
(4.24)

The effectiveness of the proposedmethod is also evaluatedwith the aid ofMeanReciprocal Rank (MRR) [249].
The MRR of an image Ij is computed as follows:

MRRj =
1

||T j
r ∩ Gj ||

Kj∑
i=1,tjr,i∈Gj

1

rji
(4.25)

where T j
r ={tjr,1, t

j
r,2, . . . , t

j
r,Kj
} is the ordered set of tags for image Ij , Gj is the corresponding gold

standard set, and rji is the ranking of tag t
j
r,i.

The MRR is computed as the average ofMRRj across all images.

Another key performance metric in information retrieval is Mean Average Precision (MAP). The purpose
ofMAP is to calculate the average of the precision value of the top set of k results. It is defined as follows:

MAPj =
1

||T j
r ∩ Gj ||

Kj∑
k=1

||T j
r,k ∩ G

j ||

||T j
r,k||

(4.26)

where T j
r,k={t

j
r,1, t

j
r,2, . . . , t

j
r,k} is the ordered set of the k first tags of image Ij .

A practical example on how the MAP and MRR scores are computed is shown in Table 4.3 for the
particular case of Image #6.

Hashtag In Gold Standard ASR Precision RR
vacation 1 0
beach x 2 1/2 (0.500) 1/2 (0.500)
sand x 3 2/3 (0.667) 1/3 (0.333)
sun 4 0 0
bikini x 5 3/5 (0.600) 1/5 (0.200)
sea x
sky x
woman x
hat x

Sum 1.767 1.033
Average 0.589 0.344

Table 4.3: Average Precision and Mean Reciprocal Rank for Image #6 hashtags according to authority
score rank (ASR)

.

4.5 Image retrieval using topic modelling

The aim of that approach is to identify the relevance of an Instagram photo to an image category based
on the hashtags appended to that image and the topics derived from the hashtags of all images belonging
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to that category. Here, an image category corresponds to all images collected under the same ‘subject’
hashtag. While the primary aim of this study is to serve as an alternative way of AIA for Instagram
photos, it can be also used to filter out Instagram hashtags. This will be done on the basis of a simple rule.
Assuming that an Instagram photo belongs to an image category, then its hashtags that do not coincide
with the topics developed for that category will be removed. In addition, the training data of that specific
image category will only include the hashtags belonging to the corresponding topic models. Moreover,
in Section 3.5 we mentioned that we evaluated the topic modelling approach with topic coherence and
human evaluation. In this section we analyze the methodologies we followed for the aforementioned
evaluation methods. To the best of our knowledge, this is the first work that suggests the topic model
analysis in order to identify image tags in the environment of Instagram. Moreover, the methodology is
straightforward to implement since data collection is not complex, and there are just a few steps to follow.

Figure 4.8: The conceptualised architecture adopted for
topic modelling of Instagram hashtags and their use for AIA

The architecture of the proposed technique to mine relevant tags for an image from its Instagram hashtags
is shown in Figure 4.8. First, topics models are created from a collection of Instagram hashtags of photos
belonging to the same subject (i.e., queried by the same hashtags, say #airplane). This results in a set of
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topics Sq = {T q
1 , T

q
2 , ...T

q
k } for the qth subject.

Second, the matching score of the hashtagsHI of an unseen Instagram image I , preprocessed in the same
way as the training instances, with each one of the topics T q

t of the qth subject is computed. Both HI

and T q
t are sets of words while the latter includes also the importance of each word expressed through its

relative frequency in the topic. The matching score R(HI , T q
t ) between these two sets can be computed

as a weighted sum of the pair similarities of their word embeddings4, pretrained on external sources such
Google News and Wikipedia, as shown in eq. 4.27:

R(HI , T q
t ) =

1

|H| · |T q
t |

∑
hI∈HI

∑
wq

t∈T
q
t

f(wq
t ) · cc(⃗hI , w⃗

q
t ) (4.27)

where |A| denotes the cardinality of set A, h⃗I and w⃗q
t are the word embeddings of hashtag hI and topic

word wq
t respectively, f(w

q
t ) is the relative frequency of topic word wq

t and cc(., .) is the correlation
coefficient5 operator.

In the third step, the best matching, to the set of hashtagsHI , topic T q
opt(HI) of the qth subject is selected

with aid of eq. 4.28:

T q
opt(HI) = argmax{R(HI , T q

t )} (4.28)

Finally, the best matching topic Topt(HI) for set HI , across all subjects, denotes the tags that will be
assigned to Instagram image I and is given by eq. 4.29:

Topt(HI) = argmax{T q
opt(HI)} (4.29)

4.5.1 Training architecture and corpus enrichment

In order to train our models we built on the approach suggested by Chen et al. [250] for short text clas
sification. Figure 4.9 summarizes the steps that we followed while the tools we used include Jupyter
Notebook6, Python 3.57 and Prabhakaran’s source code8.

Along with Instagram hashtags for each subject, related material was also crawled from Wikipedia and
used for the purpose of training. As Chen et al. [250] explain this approach produces more general,
interpretable and less application / platform specific topic models.

4.5.2 Preprocessing

Data cleaning is very important for generating useful topic models. For normal texts data cleaning in
cludes some standard steps such as: (a) tokenization, that is, splitting a document to its atomic elements
(e.g. words) called tokens, (b) stopping, that is, removing words that are frequent to any text (e.g. ‘and’,

4https://en.wikipedia.org/wiki/Word_embedding
5https://en.wikipedia.org/wiki/Correlation_coefficient
6http://jupyter.org/
7https://www.python.org/downloads/release/python350/
8https://www.machinelearningplus.com/nlp/topicmodelinggensimpython/
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Figure 4.9: LDA with Wikipedia

‘the’, etc) and thus, meaningless for the description of a topic, and (c) lemmatization, that is, merging of
words that share the same or similar meaning.

Instagram hashtags, on the other hand, are unstructured and ungrammatical, and it is important to use
linguistic processing to (a) split a composite hashtag to its consisting words (e.g. the hashtag ‘#picofthe
day’ should be split to four words: ‘pic’, ‘of’, ‘the’, ‘day’), (b) remove stopwords that are produced in
the previous stage, (c) remove stop hashtags(see Section 4.3), that is hashtags that are used to fool the
search results of the Instagram platform, (d) perform spelling checks to account for (usually intentionally)
misspelled hashtags (e.g. ‘#airoplane’, ‘#airoplanes’ should be changed to ‘#airplane’), and (e) perform
lemmatization as with the Wikipedia corpus.

All the previously mentioned preprocessing was done with the help of NLT9, Wordnet10 and personally
developed code in Python.

4.5.3 Training with the LDA model

Using the prepared corpusmentioned abovewe trained our LDAmodels with the help of PythonGensim11

and specifically theMALLET12 implementation. According to various researchers, MALLET (MAchine
Learning for LanguagE Toolkit) is an efficient implementation of the LDA that not only runs faster than
the classic LDA implementation but also gives better topics segregation. The result of each LDA model

9https://www.nltk.org/
10https://wordnet.princeton.edu/
11https://radimrehurek.com/gensim/
12http://mallet.cs.umass.edu/
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is a list of topics and the topic word distribution which denotes the probability distribution of words for
each topic.

The trained models’ output determines and categorizes topics by checking the distribution of words for
each topic, quantifies the distance between the topic distribution vectors and calculates the topic coher
ence. The pyLDAVis tool13 help us visualize and investigate all three previously mentioned parameters
concurrently and qualitatively assess the performance of the proposed method. As shown in Figures 5.22
and 5.23 the topics are presented as discs. The disc area corresponds to topic coherence while the cor
relation between the two topics is reflected on the geodesic distance between the corresponding discs;
neighboring or overlapping discs have high correlation. Finally, by selecting each disc you can see the
consisting words of the corresponding topic along with their relative frequency.

4.5.4 Evaluation of topic models

Topic coherence [251] is a measure used to evaluate topic models for methods that automatically generate
topics from a collection of documents, using latent variable models. It is defined as the average / median
of the pairwise wordsimilarity scores of the words in the topic. A good model will generate coherent
topics, i.e., topics with high topic coherence scores. Good topics are topics that can be described by
a short label, therefore this is what the topic coherence measure should capture. A simple coherence
measure is the UCI [252]. Assuming that a generated topic Tk consists of an ordered set of words Tk =<

wk
1 , · · · , wk

n, · · · >, such as, f(wk
i ) ⩾ f(wk

j ), ∀i < j, where f(w) is the frequency of word w, the
UCI coherence CUCI [Tk] of topic Tk is computed based on the top n words in terms of frequency of
appearance and is given by:

CUCI [Tk] =
2

n · (n− 1)

∑
i<j⩽n

s(wk
i , w

k
j ) (4.30)

where s(wk
i , w

k
j ) is the similarity score between topic words i and j of the kth topic. As similarity mea

sure s(., .) is usually used the Pointwise Mutual Information (PMI14)(see [253], [254]). The similarity
score must be computed on a corpus different than the one used to extract the topics. Wikipedia is a
corpus that is usually used to calculate topic coherence. Newman et. al. calculated the semantically
similar words among the top 10 terms in a topic and measured the semantic similarity of the words using
external resources, e.g. WordNet and Wikipedia. They concluded that evaluation metric based on the
Pointwise Mutual Information estimate of the word pairs generated from Wikipedia was the closest to
human judgments [255]. Niraula et. al. [256] proposed a methodology for semantic similarity in two
texts based on probabilistic method Latent Dirichlet Allocation (LDA). Since LDA produces a specific
number of topics the researchers used topic coherence to select the number of topics upfront. To calculate
the topic coherence they used a Wikipediabased corpus. Fang et. al. [257] in their study to calculate
topic coherence they used Wikipedia.

13http://pyldavis.readthedocs.io/en/latest/readme.html
14https://en.wikipedia.org/wiki/Pointwise_mutual_information
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4.5.5 Human interpretation with the aid of word clouds

In this section we investigate how humans interpret of topics with the aid of word clouds. Specifically
we study how humans understands the topics derived from the hashtag sets of Instagram photos that were
grouped together by a common query hashtag which we call subject. The topics are illustrated as word
clouds with the queried hashtags (subjects) hidden and the humans are asked to guess the hidden hashtag
providing their best guesses. The aim of the current research is to examine the performance accuracy
interpretation in topic modeling we created from Instagram hashtags. In case humans’ choice coincides
with the subject of the word cloud we can conclude that word clouds are, indeed, related with the subject.

From the literature review (see Section 3.5.1) we can conclude that while presentation of Instagram related
textual data, such as captions, comments and hashtags, via word clouds is quite common, nometa analysis
of the word clouds themselves has been conducted in anyone of those works. Word clouds have been
mainly used for visualisation purposes but the appropriateness of this visualisation format was never
assessed. Thus, in addition to the application perspective of our work, which emphasizes on mining terms
from Instagram hashtags for image tagging, the crowdbased meta analysis of word clouds provides also
useful insights about their appropriateness for topic visualisation. Some of the reported works applied
topic modelling to summarize textual information using the classic LDA approach. Our topic modeling
algorithm [195] is quite different and tailored to the specific case of Instagram posts.

In order to investigate the appropriateness of word clouds for topic assessment we compare and discuss
the crowdbased and studentbased interpretation of word clouds created from Instagram hashtags. So
we selected a number subjects / hashtags and for each subject/hashtag retrieve relevant images. Then for
each image collect all hashtags appended to it. All collected hashtags were undergone preprocessing so
as to derive meaningful tokens (words in English) as we described in 4.5.2. Preprocessing was conducted
with the help of Natural Language ToolKit (NLTK  https://www.nltk.org/), Wordnet15 and personally
developed code in Python. Instagram photos and the associated hashtag sets belonging to a common
subject were grouped together and modeled as a bipartite network. Then, topic models were created for
each one of the subjects following the approach described in [195]. For each one of the topics a word
cloud was created. The token corresponding to the associated subject (query hashtag) was excluded in
order to examine whether the crowd and student would guess it correctly. Word clouds visualization was
done with the help of WordCloud16 Python library.

4.6 Assessment of relevance between visual content and hashtag sets in
Instagram photos

In this section we describe the methodology we followed to assess the relevance between visual con
tent and hashtag sets in Instagram photos. The proposed methodology is summarized in the flowchart
shown in Figure 4.10. In order to numerically represent the visual content we use color histograms (a
widely applied feature set in contentbased image retrieval) while the hashtag set of an Instagram image
is numerically represented with the aid of word embeddings.

15https://wordnet.princeton.edu/
16https://amueller.github.io/word_cloud/
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Figure 4.10: Flowchart of the methodology for the assessment of relevance between visual content and
hashtag sets in Instagram photos
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We investigate if we can achieve AIA with the help of Instagram images and hashtags. So, we explore if
we can bridge the semantic gap between image lowlevel features such as color histogram and highlevel
semantic content as hashtags. To the best of our knowledge, no research quantified the similarity color
histogram and hashtag in Instagram.

4.6.1 Image similarity and Bhattacharyya distance

Assuming that an image I is indexed by, a usually fixed length, feature vector h⃗, then the similarity
S(I1, I2) between two images I1 and I2 is computed with the aid of the distance d(c⃗1, c⃗2) between their
feature vectors [258]. To calculate the distance between two probability distributions p(x) and q(x)which
are approximated by the corresponding normalized (see eq. 4.33) histogram vectors c⃗1 and c⃗2. Thus, the
Bhattacharyya distance between two images I1 and I2 whose histogram elements c1(x) and c2(x), were
computed on a set of color hues X , is given by:

d(I1, I2) = −ln(BC(c⃗1, c⃗2)) (4.31)

BC(c⃗1, c⃗2) =
∑
x∈X

√
c1(x) · c2(x) (4.32)

where: ∑
x∈X

c1(x) = 1
∑
x∈X

c2(x) = 1 (4.33)

In order to use Bhattacharyya distance as a similarity metric reformulation is required as indicated in
eq. 4.34. However, many different reformulations expressing a similar logic can be applied.

S(I1, I2) =
1

1 + d(I1, I2)
(4.34)

It is clear from eq. 4.34 that the similarity among two images ranges in the interval (0, 1] with values
close to 0 indicating very low similarity while 1 denotes perfect match [259].

4.6.2 Word Embeddings

Word embeddings are computed using the pretrained models of the Glove project [223]. Those word em
beddings were learned on Google News articles and Wikipedia content using the following optimization
criterion [260]:

J =
V∑

i,j=1

f(Xij)(w
T
i w̃ + bi + b̃j − logXij)

2 (4.35)

where f(Xij) tabulates the number of times word j occurs in the context of word i, w ∈ Rd are word
vectors and w̃ ∈ Rd are separate context word vectors, V is the vocabulary size and bi is a bias for wi.
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4.6.3 Matching hashtag sets

LetHi andHj be the filtered hashtag sets of Instagram posts corresponding to the ith and jth Instagram
images respectively. The matching score R(Hi,Hj) between these two sets is computed as a weighted
sum of the pair similarities between the word embeddings of their constituting hashtags, as shown in
eq. 4.36.

R(Hi,Hj) =
1

|Hi| · |Hj |
∑

hik∈Hi

∑
hjξ∈Hj

cc(⃗hik, h⃗jxi) (4.36)

where |A| denotes the cardinality of setA, h⃗ik and h⃗jξ are the word embeddings of hashtags hik and hjξ
belonging to hashtags sets Hi and Hi respectively, and cc(., .) is the similarity measure used with the
word embeddings of Gensim models17.

4.6.4 Research Hypotheses

The current work is formulated as an experimental study expressed through two null hypotheses:

H01: In relevant posts, there is no significant correlation between the color similarity of Instagram image
pairs and the similarity of their (filtered) hashtags sets.

H02: There is no significant difference in the average correlation between color histograms and hashtag
sets in relevant posts and irrelevant posts.

In order to confirm or reject the null hypotheses, the process shown in Fig. 4.10 is followed. First, we
selectN independent hashtags which in the context of the current work are referred to as hashtag subjects.
We decided to create a set of 26 different subjects. For each subject, we create two collections of Instagram
posts, one corresponding to images visually relevant to the subject and one containing images which are
not visually relevant to the subject. For each subject images and hashtags were automatically collected
using the Beautiful Soup18 library of Python. For instance, if we query with the hashtag subject #dog we
randomly select Instagram posts that depict dog(s) and posts that, despite containing the hashtag #dog,
do not show any dog. The selection process is random and only the confirmation regarding the visual
relevance is done through human intervention.

For each pair of posts Pi and Pj we isolate the corresponding photos Ii and Ij , we compute their color
histograms and express them as vectors c⃗i and c⃗j and we compute their Bhattacharyya similarity with
the aid of eq.4.31. At the same time the similarity of the associated hashtag sets of the posts, sayHi and
H2, is computed through the process described in Section 4.6.3. All collected hashtags were undergone
preprocessing so as to derive meaningful tokens (words in English) as described in 4.5.2.

The final step is to compute the correlation between hashtag set (mean) similarities and color histogram
(mean) similarities with the help of Pearson correlation coefficient for both the relevant and irrelevant
posts. By rejecting the H01 null hypothesis we can conclude that color similarity of images can be
predicted by the similarity of their associated hashtag sets. Failing to reject the H01 null hypothesis
indicates that the information obtained from hashtag sets and color histograms, respectively, could be

17https://radimrehurek.com/gensim/models/word2vec.html
18http://www.crummy.com/software/BeautifulSoup/bs4/doc/

65

https://radimrehurek.com/gensim/models/word2vec.html
http://www.crummy.com/software/BeautifulSoup/bs4/doc/


4.7. TRANSFER LEARNING

seen either as complementary or totally uncorrelated. This depends on the decision regarding the second
(H02) null hypothesis. By rejecting the H02 null hypothesis, we can conclude that the information
provided by color histograms and hashtag sets much more correlated in the relevant posts (as one would
expect from the fact that both describe the same visual content) than in irrelevant posts.

The purpose is to study the correlation between Instagram image and filtered hashtags sets. The primary
purpose of the data collected (Instagram images and hashtags), is exactly to achieve the purpose of our
paper. Pearson correlation measures the relationship between objects. Moreover, Pearson correlation is
among the most commonly used [261]. In addition to these, in Zhanget al. [262] in their research to
measure the similarity between brands via posts of brands’ followers on social network services they use
Pearson correlation to calculate the similarity between image and tag vectors. In order to reject theH02

hypothesis, it is important to compare correlation coefficient of relevant and irrelevant posts. Themethods
for comparing coefficient are Zou’s confidence interval and zscore [263], the most straightforward way,
and the approach taken here is through zscore. The zscore is used in bibliography to compare correlation
coefficient [264], [265], [266].

4.7 Transfer learning

The actual test whether training sets mined from the Instagram, by applying the methods mentioned in
the previous sections, can be used for developing effective AIA models is to try them for this purpose.
Transfer learning provides such a framework.

Deep learning for Automatic Image Annotation purposes has recently gained increased research interest.
The main problem of deep learning is the need for a huge number of training examples. Transfer learning
is an alternative method to overcome those problems. With transfer learning, we can use pretrained
models developed for a different purpose and use our training data to finetuned them in the context of a
new application. As we have seen in Section 3.7 the results with transfer learning are quite impressive. In
addition, pretrained ConvNets with finetuning policies can exceed in efficiency deep networks trained
from scratch. Furthermore, finetuning can lead to faster convergence than training from the scratch [268].

Training deep neural networks requires a lot of data and huge computational power whici is impossible to
achieve with personal computers. Google has created Colaboratory (a.k.a. Colab), a cloudbased service
that can assist scientists to execute the machine learning in the cloud. Collab use Jupyter, an opensource
and browserbased tool that integrates interpreting languages, libraries, and tools for visualization. Collab
allows to write and execute Python code and importing essential libraries for machine learning, such as
TensorFlow, Matplotlib, and Keras [269,270].

In the context of the current research question we use the Residual Neural Networks (ResNets) developed
by He et al. [271]. ResNets deal with the vanishing gradient and the degradation problem that appear
during the ultradeep CNNs train. They include stacked residual units (building blocks) containing skip
connections to link the input and output of each unit. CNNs with residual units were proved to perform
better than plain counterparts. ResNet152, the specific architecture adopted, consists of 152 layers, as
shown in Figure 4.11, providing residual connection between them. The weights for this model were
created after ILSVRC2012CLS dataset for image classification training19.

19https://tfhub.dev/google/imagenet/resnet_v1_152/classification/5
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Figure 4.11: The ResNet152 architecture
[267]
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4.8. SUMMARY

The Resnet152 pretrained model could be ideal for Instagram image classification in the context of
transfer learning. In this context it has been used in a variety of studies dealing with image classifica
tion [268,272,273] with excellent results.

4.8 Summary

In Chapter 4 we have summarised the the methodologies adopted in the current thesis for answering the
research questions set. We have described the technique to investigate whether we can locate hashtags
related to the Instagram images they accompany, we have proposed a methodology to identify stophash
tags and we have analyzed two approaches to filter out hashtags, the first based on HITS and the latter
on topic modeling. Topic modelling was also applied in an image retrieval context. Chapter 4 ended
with discussing the transfer learning approach for image classification. In Chapter 5, we explain the data
collection and experimental assessment of the methodologies described in the current chapter.
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Data Collection and Empirical Assessment
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5.1. INTRODUCTION

5.1 Introduction

In this chapter we describe data collection, presentation and analysis of results, and conclusions regarding
the research questions 27 of the current thesis. Each of the following sections is devoted to one research
question. References to scientific publications, produced during the corresponding study, are also given
therein.

5.2 The descriptive power of Instagram hashtags

The purpose of this research question was to examine if we can use Instagram hashtags for AIA purposes
and to assess whether the Instagram hashtags are semantically related with the visual content of Instagram
photos. A rough estimation of the proportion of Instagram hashtags that are related with the visual content
of the accompanied images was also pursued. Further details regarding this study as whole can be found
at [15, 16]

5.2.1 Data collection

Data collection was conducted in twostages. In the first stage 30 Instagram pictures were assigned to
three separate online questionnaires containing 10 pictures each. Motivated by the results of the first stage
research we decided to extend the first stage survey by expanding the number of images for annotation
from 30 to 1000. A set of 1000 Instagram images which were selected from 100 different subjects /
hashtags (10 relevant images per subject / hashtag) was used for that purpose. While in first stage images
were collected randomly in the second stage we systematically collected 100 different query hashtags (as
mentioned in the previous chapters we call the query hashtags subjects) and 10 relevant images from each
query hashtag. While in the stage we used online questionnaire commercial service (SurveyMonkey1), in
the second stage, for a higher flexibility, we constructed our own online questionnaire. We conducted the
second stage research to confirm the results of the first stage in larger number of images systematically
collected and with a significantly higher number of participants.

In both stage owners’ hashtags surrounding images were automatically were crawled using the Beautiful
Soup2 library of Python. Then, one to four hashtags were manually chosen for each picture, which,
according to our interpretation, better describe its visual content since, as mentioned, not all hashtags are
intended to describe image. In both stages the participants were given four or eight choices depending
on the number of hashtags the owner used. If only one hashtag of the owner was present then the choices
given to the participants were four (including the hashtag of the owner); otherwise the participants were
given eight options to select from. This rule was applied in order to keep a minimum chance level higher
than or equal to 25%.

In Fig.5.1 is shown an example of a question presented to the participants of the first stage. The partici
pants were asked to select the hashtags that better describe the visual content of the shown picture.

The three online questionnaires of the first stage were initially distributed, by electronic mail, to three
experts in order to evaluate them. The results of the evaluation assisted the creation of a revised version

1https://www.surveymonkey.com/
2http://www.crummy.com/software/BeautifulSoup/bs4/doc/

70

https://www.surveymonkey.com/


5.2. THE DESCRIPTIVE POWER OF INSTAGRAM HASHTAGS

Figure 5.1: An example of an image interpretation multiple choice question

which was, then, distributed by electronic mail to librarians of the library of Cyprus University of Tech
nology and to undergraduate and postgraduate students of the department of Communication & Internet
Studies. Each participant group, i.e., librarians, undergraduate and postgraduates students were randomly
split so as to distribute the three questionnaires equally in each group. The survey was conducted between
March, 19th and March 31st, 2015. A total of 39 questionnaires were collected and used for analysis.

As mentioned before, in the second stage we have collected of 1000 images from 100 different subjects
(query hashtags). Those images were uploaded to Instagram by 970 different Instagram users. Images,
along with the corresponding hashtags and owner’s nickname were stored in a database created using
MySQL. The schema of this database is shown in Figure 5.3. The aforementioned process of manually
choosing images and manually entering the appropriate data in the online database took place between
2 June 2015 and 12 August 2015. An online questionnaire was designed based on the data stored in the
database aiming to evaluate the descriptive power of chosen hashtags with respect to the corresponding
images. Because, a few of the participants in the previous stage were also participated in that stage we
chose to use a totally different image dataset; thus, none of the 30 images of the previous study was
included in the new image dataset.

In order to avoid fatigue effects, each participant was asked to ‘annotate’ only 20, randomly selected
from the database, images in each session. However, users were allowed to repeat the process through
another session as many times as they wished. The ‘false’ hashtags were randomly selected among the
hashtags given to other images stored in the database in order to fully automate the process. In any case,
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participants were not aware that any of the given choices were related in any respect with the picture;
thus, they were free to select as many of them as they wish according to their interpretation of the shown
photo.

In order to reduce the probability of bad annotators we asked the participants to register, using username
and password, so to complete the questionnaire. However, we have to note that participants had to provide
a username and not their email, so that we can ensure the anonymity of the questionnaire. On a voluntarily
basis users were also asked to fill in information about their age, gender, years of internet experience and
social media usage (see Tables 5.1 & 5.2).

Table 5.1: Users’ demographics

# participants Female Male Average Age (± Std)

295 227 (76.9%) 68 (23.1%) 33.2 ± 11.2

Table 5.2: Social media usage of users participated in this study

Internet exp. (years) Facebook Twitter Google+ Instagram Other

13.6 ± 5.8 81.7% 37.3% 35.3% 32.2% 22%

Initially, four online questionnaires were distributed by electronic mail to four experts in order to evaluate
them. The results of the evaluation assisted the creation of a more appropriate version, which was, then,
distributed by electronic mail to librarians in Cyprus and Greece, to undergraduate and postgraduate
students of the department of Communication & Internet Studies of the Cyprus University of Technology
and to students of the Open University of Cyprus. The survey was conducted between February, 15th
and March 20th, 2016. A total of 362 users were registered; however, only 295 of them filled in the
questionnaire at least once. 349 questionnaires were collected since some of the users took more than
one session.

5.2.2 Results

The data of the 39 filled in questionnaires of the first study were analyzed with aid of SPSS3, MS Excel4

and MATLAB5 platform using the metrics defined in Section 4.2.1.

Fig.5.9 shows the per participants’ Recall (eq. 4.2), Precision (eq. 4.6) and Fmeasure (eq. 4.8) of the 10
pictures each participant had to interpret in the experiment. As already explained not all participants eval
uated all images; thus, the computations were done using the subsets of images shown to the participants
according to the questionnaire they were given. In practice, this means that NI in equations 4.2, 4.6, 4.8
was equal to ten (the number of images in each questionnaire).

Some basic statistics of the per participant Recall, Precision and Fmeasure are shown in Table 5.3.We
see there that the recall performance per participant is 0.55 ± 0.15 with the extreme values being 0.23
(minimum) and 0.78 (maximum). Thus, the conclusion is that at least one out two hashtags used by the

3http://www01.ibm.com/software/analytics/spss/
4https://products.office.com/enus/excel
5http://www.mathworks.com/products/matlab/
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Figure 5.2: An example of an image interpretation multiple choice question

Figure 5.3: The database schema used to store annotation data and questionnaire results

Table 5.3: Per participant Recall, Precision and Fmeasure value statistics

Mean St. Dev. Minimum Maximum

Recall 0.55 0.15 0.23 0.78
Precision 0.67 0.12 0.47 1.00
Fmeasure 0.56 0.12 0.33 0.77
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owner in Instagram images is relevant to image content since other users consider it descriptive as well.
The variation in performance, among users, is rather low indicating that in the experiment there were no
spammers or users with dishonest behavior. The per participant precision is significantly higher (0.67
± 0.12) than recall, showing the tendency of people to use as few as possible keywords to describe an
image. This is in agreement with the generic behavior of Web users who use, on average, one to three
keywords when searching for information through search engines. Of course we do not know whether
this is an intrinsic human tendency or a behavior cultivated by the way search engines work (the fewer
the keywords given the more the results presented to the user). Furthermore, the high precision values
indicate also that the participants did not answer (chose hashtags for the shown images) randomly.

Figure 5.4: Average hashtags’ recall, precision and Fmeasure per participant

Overall, with the aid of Fig. 5.4 and Table 5.3 we can conclude on both research questions set in this study.
Given that the participants in our experiments can be seen as experts (librarians and students of Internet
and Communication studies) we can claim that around 55% of the Instagram hashtags that accompany
images are relevant to the actual content of the images and can be used for training purposes. By pointing
out that on average only 40% of the (owner’s) Instagram image hashtags are relevant to the images close
to which they appear we can state that on average 22% (0.55 · 0.4) of Instagram hashtags are related with
the visual content of images.

Figure 5.5 shows the dissimilarity of image interpretation between each one of the 39 participants, of the
first stage study, and the photo owners with the aid of (normalized) Hamming distance and the mathe
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Table 5.4: Per image Recall, Precision and Fmeasure value statistics

Mean St. Dev. Minimum Maximum

Recall 0.55 0.18 0.15 0.91
Precision 0.67 0.22 0.22 1.00
Fmeasure 0.56 0.17 0.17 0.90

matical formulation presented in Section 4.2.1. By normalized we mean that the Hamming distance is
divided by the length of the strings compared (in our case total number of choices presented to the users
in the 10 questions of the questionnaire they took). As we see in Table 5.5 the average normalized Ham
ming distance between the photo owners and the participants is 0.245± 0.048. This means that there is
less than 25% disagreement (only one out of four hashtag choices between image owners and participants
differ); thus, we can confirm, once again, that the participants do not answer at random or in any dishonest
manner. By looking at the extreme values in Fig. 5.5 we see that only two users (those with ids 22 and 25)
show somehow low performance (high dissimilarity with the interpretation of picture owners) but even
in these cases no random or dishonest behavior can be justified since the average Hamming distance is
well below 40%. On the other hand, the users with ids 3 and 31 present an excellent performance which
indicates that even perfect matching between owners and participants is not impossible; this means that
the hashtags given by the owners to the photos are indeed related with the visual content of images (i.e.,
what the images actually show and not, for instance, context or emotional information).

Table 5.5: Statistics of normalized Hamming distance between participants and photo owners in image
interpretation

Mean St. Dev. Minimum Maximum

0.245 0.048 0.138 0.375

Figure 5.5: The hamming distance between participants and image owners / creators
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In Fig. 5.7 we present the per image Recall (eq.4.3), Precision (eq.4.5), and Fmeasure (eq.4.7) values
while in Table 5.4 are shown summary statistics for those values. The basic aim of this analysis is to
check whether the difficulty of interpreting images depends on their visual content. Comparing Tables 5.3
and 5.4 we observe that the variation of Recall, Precision, and Fmeasure across images is higher than
that across participants. The same also holds for the extreme values. Thus, we can conclude that image
content affects interpretability. On the other hand, in Fig. 5.6 we show the images with the lowest recall
and precision scores (from left to right images with ids 2, 20 and 28). In a first glance it does not seem
that these images present abstract concepts, which are, generally, difficult to interpret. Thus, probably
the owners hashtags for these image might be irrelevant with their visual content causing a different
interpretation by the experiment participants.

Figure 5.6: Difficult to interpret images

Figure 5.7: Average hashtags’ recall, precision and Fmeasure per image

In the last part of our analysis, regarding the first stage, we deal with the recall values of the hashtags.
Our assumption is that abstract concepts should have lower recall values than concepts referring to tan
gible objects. Figure 5.8 presents the recall values for all owners’ hashtags (the set H mentioned in
Section 4.2.1). It is clear that abstract concepts tend to have low recall values, as expected, however, the
three out of four concepts that have zero recall refer to places (Florida, Chile, Indochina). This lead us to
the conclusion that out of context interpretation of images is, in some cases, problematic. Nevertheless,
the difficulty of interpretation in this case does not necessarily mean that the hashtag used by the owner is
inappropriate for characterizing the particular image. By saying so we mean that the pair imagehashtag
is still a good training example.
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Figure 5.8: Percentage of the participants that chose each of the owner / creator hashtags

5.2.3 The extended study

As in the first stage, the data of the 295 filled in questionnaires of the second stage were analyzed with
aid of SPSS6, MS Excel7 and MATLAB8 platform using the metrics defined in the Section 4.2.1. Three
users were identified as outliers, due to extremely low Fmeasure (users with ids 145 and 212) or unex
pectedly high number of keywords per image (user with id 203), and their answers were ignored. Fig.5.9
shows the per participants’ Recall (eq. 4.2), Precision (eq. 4.6) and Fmeasure (eq. 4.8) of the pictures
each participant had to interpret in the experiment (in the diagram we show the metrics for the 40 partic
ipants having the more extreme Fmeasure scores). As already explained not all participants evaluated
all images; thus, the computations were done using the subsets of images shown to the participants ac
cording to the questionnaire they were given. Figure 5.11 shows the average hashtags’ recall, precision
and Fmeasure for all participants. For ease interpretation the user ids were sorted based on Fmeasure

6http://www01.ibm.com/software/analytics/spss/
7https://products.office.com/enus/excel
8http://www.mathworks.com/products/matlab/
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(top diagram) and recall(bottom diagram) from lowest to highest values.

Some basic statistics of the per participant Recall, Precision and Fmeasure are shown in Table 5.6. We
see there that the recall performance per participant is 0.661±0.182with the extreme values being 0.267
(minimum) and 0.980 (maximum). Thus, the conclusion is that at least two out three hashtags used by the
owner in Instagram images is relevant to image content since other users consider it descriptive as well.
The per participant precision is significantly higher (0.919 ± 0.079) than recall, showing the tendency
of people to use as few as possible keywords to describe an image. This is in agreement with similar
findings regarding the number of hashtags accompanying Instagram images [110].

Table 5.6: Per participant Recall, Precision and Fmeasure value statistics

Mean St. Dev. Minimum Maximum

Recall 0.661 0.182 0.267 0.980
Precision 0.919 0.079 0.571 1.000
Fmeasure 0.751 0.122 0.364 0.976

Overall, with the aid of Fig.5.9 and Table 5.6 we can conclude on both research questions set in this study.
We can claim that around 66% of the Instagram hashtags, that accompany images, are relevant to the
actual content of the images and can be used for training purposes in an AIA context. The present results
confirm the preliminary research, conducted in the first stage, that hashtags accompanying Instagram
images, are relevant to the actual content of the images. The fact that in the second stage the average
Recall value is higher, climbing form from 0.55 to 0.66 than in the previous one, can be explained by
the fact that increased participation from 39 to 362 participants. By pointing out that on average only
30% of the (owner’s) Instagram image hashtags are relevant to the images close to which they appear
we can state that on average 20% (0.66 · 0.3) of Instagram hashtags are related with the visual content of
Instagram images.

Figure 5.10 shows the dissimilarity of image interpretation between each one of the participants and the
photo owners with the aid of (normalized) Hamming distance and themathematical formulation presented
in the previous section. By normalized wemean that the Hamming distance is divided by the length of the
strings compared (in our case total number of choices presented to the users accompanying the photos
in the questionnaire session(s) they took). As we see in Table 5.7 the average normalized Hamming
distance between the photo owners and the participants is 0.408 ± 0.170. This means that there is on
average 40% disagreement (only two out of five hashtag choices / nonchoices between image owners
and participants differ); thus, we can confirm, once again, that the participants do not answer at random
or in any dishonest manner. By looking at the extreme values in Fig. 5.12 we see that two users (those
with ids 212 and 145) filled in the questionnaire in a clearly unfair way (total dissimilarity with hashtag
choices / non choices of owners / creators) while another four (those with ids 263, 323, 115, 137) show
unexpectedly low performance (high dissimilarity with the interpretation of picture owners) and could be
easily filtered out. We should mention here that the users with ids 212 and 145 had been already identified
as ‘spammers’ due to very low Fmeasure score. On the other hand, the user with id 269 presents an
excellent performance which indicates that even perfect matching between owners and participants is not
impossible; this means that the hashtags given by the owners to the photos are indeed related with the
visual content of images (i.e., what the images actually show and not, for instance, context or emotional
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Figure 5.9: Average hashtags’ recall, precision and Fmeasure per participant. The top 20 and bottom
20 performing participants are shown

information).

Table 5.7: Statistics of normalized Hamming distance between participants and photo owners in image
interpretation

Mean St. Dev. Minimum Maximum

0.408 0.170 0.048 1.000

In Fig. 5.13 we present the per image Recall (eq.4.3), Precision (eq.4.5), and Fmeasure (eq.4.7) values
while in Table 5.8 are shown summary statistics for those values. We should mention here that keywords
selected by only one user for images that received more than two annotations were considered ‘noise’
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Figure 5.10: The hamming distance between participants and image owners / creators

Figure 5.11: Average hashtags’ recall, precision and Fmeasure per participant. For ease interpretation
the user ids were sorted based on Fmeasure (top) and recall (bottom) from lowest to highest values

and were excluded from the calculations. The basic aim of this analysis is to check whether the difficulty
of interpreting images depends on their visual content. Comparing Tables 5.6 and 5.8 we observe that the
variation of Recall, Precision, and Fmeasure across images is higher than that across participants. The
same also holds for the extreme values. Thus, we can conclude that image content affects interpretability.

In Fig. 5.14 we show the images, annotated by at least 35 users each, with the lowest recall scores (from
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Figure 5.12: Hamming distance between participants and image owners / creators. In the top diagram
we show the normalized distances for the 20 users with the best performance (lowest Hamming dis
tance) while in the bottom diagram we show the distances of the 20 least performing users

Table 5.8: Per image Recall, Precision and Fmeasure value statistics

Mean St. Dev. Minimum Maximum

Recall 0.655 0.251 0.111 1.000
Precision 0.988 0.112 0.167 1.000
Fmeasure 0.814 0.185 0.200 1.000

left to right images with ids 1366, 1677 and 1256). In the first case (photo annotated by 40 users, re
call=0.4, precision=1.0) the owner gave the hashtags #dog, #bathtime, #bubbles but, probably due to
photo resolution, only 10 out of the 40 users that annotated this photo selected the hashtag #bathtime
and none of them selected the hashtag #bubbles. Similarly, for the photo with id 1677 (photo annotated
by 35 users, recall=0.44, precision=0.94) the owner gave the hashtags #plate and #porcelain but only 11
out of 35 users selected the first while 20 out of 35 users selected the latter (#porcelain). It seems that,
probably due to the angle this photo was taken, it is difficult for the users to interpret it. Finally, the photo
with id 1256 (photo annotated by 38 users, recall=0.46, precision=1.00) was assigned by the owner the
hashstags #flowers, #spring, #summer. While the first hashtag was easily recognized by the users, none
of them selected the hashtag #summer and only 20 out of 38 selected the hashtag #spring. Both #spring
and #summer can be considered as abstract concepts in terms of visual identification. However, flowers
are strongly correlated with spring; thus, half of the users made the association and selected spring as a
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Figure 5.13: Average hashtags’ recall, precision and Fmeasure per image. We show the scores for the
20 most easy and most difficult (in terms of recall) to interpret photos

keyword for this particular photo.

In the last part of our analysis we deal with the recall values of the hashtags. Our assumption is that
abstract concepts should have lower recall values than concepts referring to tangible objects. Figure 5.15
presents the recall values for the 20 most easily and the 20 hardest to retrieve owners’ hashtags. It is
clear that abstract concepts tend to have low recall values, as expected (see for instance ‘Climatechange’,
‘Visualsoflife’, ‘Ruins’), however, there still many hashtags referring to nonabstract concepts that have
low recall values as well (e.g. ‘Beijing’, ‘Pet’, ‘Rings’, ‘Book’). This lead us to the conclusion that
out of context interpretation of images is, in some cases, problematic. Nevertheless, the difficulty of
interpretation in this case does not necessarily mean that the hashtag used by the owner is inappropriate
for characterizing the particular image. By saying so we mean that the pair imagehashtag is still a good
training example. Finally, the two hashtags with zero recall values (‘Summer’, ‘Bubbles’) had been
already identified (see the earlier discussion on the difficult to interpret images) as problematic cases due
to irrelevant use by the owner (‘Summer’) and low photo resolution in the questionnaire (‘Bubbles’).
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Figure 5.14: Difficult to interpret images

Figure 5.15: Percentage of the participants that chose each of the owner / creator hashtags. The 20 most
easily (top) and hardest (bottom) to retrieve hashtags are shown
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Table 5.9: Stophashtag list identified using the proposed methodology (with * are denoted stophashtags
that confirmed through human evaluation  see Table 5.10)

Hashtag Score (SH ) Hashtag Score (SH ) Hashtag Score (SH )

love* 0.53 like4like* 0.49 likeforlike* 0.49
l4l* 0.49 likes4likes* 0.49 likesforlikes* 0.49
Like4Like* 0.49 L4L* 0.49 l4like* 0.49
instagood* 0.46 beautiful* 0.45 photooftheday 0.42
follow4follow* 0.37 f4f* 0.37 followforfollow* 0.37
picoftheday* 0.35 follow* 0.34 photo 0.34
instalike* 0.32 instalikes* 0.32 igers 0.32
instagramers* 0.32 instagram* 0.29 amazing 0.29
style 0.26 followme* 0.26 travel 0.25
vscocam* 0.24 vsco* 0.24 vscophile 0.24
vscogood 0.24 vscogram 0.24 vsco_hub 0.24
nature 0.24 sun 0.24 spring 0.24
instamood* 0.24 fun 0.24 cute 0.22
food 0.22 handmade 0.22 girl 0.21
photography 0.21 like* 0.21 likes* 0.21

5.3 Stophashtags

This section describes data collection, analysis of results and conclusions regarding the third research
question, which deals with the definition and identification of stophashtags. The methodology we fol
lowed has been already described in Section 4.3. Further details regarding this study, including the exact
methodology we followed, can be found at [17].

5.3.1 Data collection and initial results

In order to apply our methodology (see Section 4.3) first we had to define the N (in our case 30) inde
pendent subjects (query hashtags) we would examine to locate the stophashtags. Then for each subject
image URLs appeared in the results page were automatically collected using the Beautiful Soup9 library
of Python. Frome each query hashtags we retrieved up to 35 images; from those we chose, manually,
only those images that according to our interpretation, are more related to the query hashtag, i.e., retrieval
keyword, we used for retrieving the photos. We then collected automatically all hashtags that accompany
the selected photos for each subject. The photos and the related hashtags were gathered between 2025
March 2016.

In order to define which hashtags are stophahstags we used the Otsu method [274] to calculate the
threshold T that would be applied to stophashtag score SH (see eq. 4.12). It appeared that a value of
T around 0.20 provides the best classification of hashtags into descriptive (SH ⩽ 0.20) and stophahstags
(SH > 0.20). We see in Table 5.9 that 45 hashtags were identified as stophashtags. However, human
evaluation was required to confirm which of them are not related with the visual content of images to
which they appear as hashtags. Thus, the study described in the next section was conducted for that
purpose.

9http://www.crummy.com/software/BeautifulSoup/bs4/doc/
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Table 5.10: Stophashtags identified through human judgement

Hashtag Recall Hashtag Recall Hashtag Recall

cunard 0.00 detailersofinstagram 0.00 flex 0.00
instacool 0.00 iphoneonly 0.00 likealways 0.00
lotr 0.00 motorsport 0.00 police 0.00
phonephotography 0.00 recentforrecent 0.00 tagstagram 0.00
teamfollowback 0.00 tv_transport 0.00 tweegram 0.00
vsco 0.00 webstagram 0.00 igdaily 0.02
F4f (Follow4follow) 0.02 vscocam 0.02 follow 0.03
followme 0.03 artesanal 0.04 corn 0.04
likers 0.04 paint 0.04 string 0.04
insane 0.04 sick 0.04 followforfollow 0.05
instagood 0.05 instadaily 0.05 instafollow 0.06
australiagram 0.06 igersaustria 0.06 instagramers 0.06
scratchmap 0.06 tagsforfollow 0.06 tv_sea 0.06
L4l (Like4like(s)) 0.08 instagram 0.07 bestoftheday 0.08
instalike(s) 0.08 crocodile 0.08 facebook 0.08
followers 0.08 tagsforlike(s) 0.08 instamood 0.11
corncobpipe 0.12 frenchieoftheday 0.12 gourmet 0.12
landscape 0.12 instaphotos 0.13 lionporn 0.13
pic(ture)oftheday 0.15 instapic(ture) 0.16 instacolourful 0.16
love 0.17

5.3.2 Human judgment evaluation

To evaluate the proposedmethodology for stophashtag identification, human judgment is needed to verify
the results obtained automatically (see Table 5.9). So, we asked users to select from a list of tokens (here
hashtags), composed from the hashtag list that appends to an image randomly selected stophashtags, the
ones that are related to the visual content of a photo in question. The participants were not aware that
among the given choices stophashtags were added.

Human judgement was designed as follows: Users were asked to choose among hashtags associated with
a photo the ones that describe the visual content of the photo in question. From the retrieved, through
the N subjects, photos 30 were randomly selected and included in a online questionnaire which was
delivered to users through SurveyMokey10. Participants had to select among eight hashtags, including
both descriptive hashtags and stophashtags but all of them assigned to the photo by its owner / creator,
for each one of the questionnaire photos.

The 30 photos were put into two separate questionnaires, containing 15 pictures each, in order to reduce
the fill in time and avoid fatigue effects. Among the eight choices given for each photo of 23 correspond
to descriptive hashtags and the rest to stophashtags. As we see in Figure 5.16 the words flute, guitar and
string are descriptive and instagram, tagsforlikes, tagsforlike, facebook, instadaily, instalike are mean
ingless hashtags (regarding the content). In any case, participants were not aware that any of the given
choices were considered either descriptive or stophashtags; thus, they were free to select as many of them
as they wished according to their interpretation of the shown photo.

Choices not selected by participants are likely to correspond to stophashtags since participants consider
them as not descriptive for the photo presented to them. In that context we can use effectiveness measures

10http://www.surveymonkey.com/

85



5.3. STOPHASHTAGS

such as Precision and Recall to identify which of the identified by the algorithm stophashtags were also
indirectly classified as such by humans and vice versa. For this purpose, however, we needed to create
the list of stophashtags according to human judgement.

Figure 5.16: An example of an image interpretation multiple choice question

Given that the participants can select any token in the list, according to their interpretation, the frequency
of selection of hashtags should be inversely proportional to the stophashtag scoreSH obtained via eq. 4.12
and shown in Table 5.9. Thus, if HT denotes the times that a hashtag is selected by the users and HS

denotes the times that users have the possibility to choose it as descriptive for a picture’s visual content,
the descriptive score DH for each hashtagH is given by:

DH =
HT

HS
(5.1)

As already mentioned above, we argue that DH and HS would be inversely proportional. For instance
consider that a hashtag was selected two times and that hashtag was given to the users as a choice only
for one image. In case this photo was accessed 25 times, that is appeared in 25 filled questionnaires, then
DH equals 2/25. Based on DH and by using a threshold TD we can classify the hashtags to descriptive
(DH > TD) and stophashtags (DH ⩽ TD) according to human judgement. The threshold TD was, again,
computed using the Otsu method [274] and found to be 0.17
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Table 5.10 shows the stophashtags identified through human judgement with the procedure explained
above. By comparing Tables 5.9 and 5.10 we can see that 26 hashtags appear in both tables while the 17
hashtags with the highest stophashtag score SH , shown in Table 5.9, were indirectly verified by human
judgement. Thus, we have a clear indication about the effectiveness of the proposed method especially as
fas as the definition of stophashtag score (see eq. 4.12) is concerned. On the other hand, there are some
hashtags identified by the proposed algorithm, such as #picoftheday, #vscogood, #vsco_hub, etc., that
were not confirmed by human judgement although it is clear that they lack descriptive power.

For a typical information retrieval based evaluation we consider the list of hashtags in Table 5.10 as the
benchmark set and compute the recall R, precision P and F scores. This gives us R = 26/58 = 0.448,
P = 26/45 = 0.578 andF = 0.505. From the above discussion we conclude that the thresholds obtained
through the Otsu method are not optimal in terms of precision and F score. For instance a value of T
equal to 0.30 would lead to R = 20/58 = 0.345, P = 20/22 = 0.909 and F = 0.521.

5.4 Graphbased data collection and results

In this section we describe data collection and present and analyze the results of the application of the
methodologies described in Section 4.4 for Instagram hashtags filtering using graphbased methods and
especially the HITS algorithm. The study was conducted in two stages and further details can be found
at [18, 19].

5.4.1 Data Collection

A twostage research was conducted. In the first stage (pilot study) research a subset of 100 photos from
a set of 1000 Instagram images, we used in our previous experiment(see Section 5.2), was used. For each
one of the 100 images we have manually selected 14 hashtags which, according to our interpretation,
better describe its visual content. These hashtags consist the ground truth which we used to evaluate the
proposed method.

In the second stage (extended study) we applied the proposed methodology on the data collected using a
real crowdtagging environment facilitated by the Figureeight, formerly known as Crowdflower, crowd
sourcing platform (for details for Figureeight see 5.4.2). In addition, we have increased the number of
annotations per image to 500, we formed the bipartite graphs for all images and we calculated the per
formance of annotators across all those images. Moreover, in the second stage we used also FolkRank as
baseline to evaluate the performance of the proposed method.

5.4.2 The Appen interface

Using crowdsourcing platforms to assign tasks to the crowd can be conducted in return of a small fee and
to fulfill the independence criterion of collective intelligence [275]. Appen formerly known as Figure
eight and CrowdFlower is a platform that offers labor as a service11. It also gives researchers the possi
bility “hire” workers to annotate their data. Effective or dishonest workers are evaluated on the basis of
their performance on test data, i.e., data annotated by task creator [276]. A number of test questions (test

11https://techcrunch.com/2016/06/07/crowdflowerseriesd/
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data), varied depending on the total number of items to be annotated, are randomly presented to workers
to check if the answers they give match the gold standard (annotations by the creator). In case a worker
fail on more than 50% of the test data then the system discards all of his/her answers and the worker is
excluded from the rest of the annotation task.

Appen12 offers, among other annotation services, image tagging with low cost in a quick and reliable
manner. The preconditions of the Wisdom of Crowds theory are wellsupported in Appen, as in most
contemporary crowdsourcing platforms. Thus, for tasks where an different opinions are sought, as in the
case of image tagging, Appen can be used to substitute the need of hiring experts. Allowing the crowd to
select the appropriate hashtags for a given image allows us to construct imagetag pairs that can be used
for AIA tasks.

In order to use the Appen platform it is important to create an account and then login13 through the
interface shown in Fig 5.17. Once the user enters the Appen platform (see Fig 5.18) they can choose the
type of tasks they would like to create. The user to complete the task have to upload the data, design
the ‘user interface’, i.e., the guidelines that will be presented to annotators (in the Appen language they
are called contributors) to help the fulfill the tasks, choose test questions to check the quality of the
participants in the task and finally make the task available to the crowd.

Figure 5.17: Connection with Appen crowdsourcing platform

12https://appen.com/
13https://client.appen.com/sessions/new
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Figure 5.18: Job creation in Appen crowdsourcing platform

5.4.3 The results of the pilot study

The overall Recall, Precision and Fmeasure scores are shown in Table 5.11. We see there that the average
recall value across all images is 0.93with a standard deviation equal to 0.23. This value is quite impressive
if we take into account that the proposed method is learning free. Thus, applying the HITS algorithm for
the selection of the appropriate hashtags, for Instagram images, in a crowdsourcing environment is, at
least promising.

The obtained precision score is lower than recall. Maximising recall instead of precision is a typical
choice in information retrieval applications; it is preferable to have some nondescriptive tags for an
image instead of having no tags at all. Our choice to consider the first four tags in terms of authority
value, as those describing the image in question, is definitely a heuristic choice causing bias towards
recall. In a training set construction scenario, where the aim is to keep only the descriptive tags, precision
maximisation should be pursued. In this case thresholding the authority values to discriminate the relevant
hashtags from the nonrelevant ones is an obvious choice. However, identifying an appropriate threshold
value is not always easy.

Table 5.11: Recall, Precision and Fmeasure scores forM=100 images

(M=100, N=281) Mean St. Dev.

Recall (R) 0.93 0.23
Precision (P) 0.57 0.28
Fmeasure (F) 0.71 0.25

5.4.4 The results of the extended study

A set of 50 Instagram images, along with their hashtags, were automatically crawled with the aid of
a Python14 program. The collected Instagram images were uploaded to Figureeight for crowdtagging

14https://www.python.org/
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in the form of tag selection as indicated in Figure 4.7 for image #7. To simplify the process all hash
tag choices were presented to the annotators as checkboxes. The annotators were invited to select 14
hashtags and were given also the opportunity to provide their own tags. Despite these guidelines many
annotators select much more than 4 tags and in several cases the extra tags they provided were already
among the given choices. Therefore, duplicate tags for the same image were identified and removed.
Another important preprocessing step was the splitting of hashtags into their constituting words with the
help of the wordsegment15 Python library. For instance, the hashtag #picoftheday is decomposed into the
words pic, of, the and day.

Every image was annotated by 500 annotators for experimentation purposes. In practice much fewer
annotations per image are enough while there is absolutely no reason that all images must be assessed by
all annotators. Nevertheless, we made those choices to allow us generalize the conclusions of our study
as much possible. One of the annotators turned out to be dishonest as indicated by the _trust value of
Figureeight as well as by the corresponding hub value of the HITS algorithm when it was applied on
the full bipartite graph (eq. 4.14), and she / he was excluded from the experiments. Comparison between
hub values and trust scores are given in Section 5.4.5. The full bipartite graph and the bipartite graphs
per image were constructed and analyzed with help of the NetworkX16 library of Python. We also used
the NetworkX implementation of the HITS algorithm to extract the overall hub values (reliability scores
for the annotators) and authority scores of the tags of each image.

The 50InstagramImage questionnaire was given to theFigureeight annotators. Additionally, two image
retrieval experts have acess to the same data set. The annotations of the experts, aggregated together and
preprocessed in the same way as the crowdsourced data, consist our gold standard across which the
effectiveness of the proposed methodology is evaluated through the measures defined below. In total 145
different tags were proposed by the experts for the 50 images. On the other hand, the 499 annotators
proposed a total of 2571 different tags. However, only 135 of the tags proposed by the experts were also
proposed by the annotators.

Authority threshold value θ/ FolkRank ranking score threshold value

Algorithm (M=50, N=499) 0.25 0.21 0.17 0.15 0.13 0.11

HITS Recall (R) 0.136 0.223 0.359 0.440 0.527 0.620
AUC = 0.692 Precision (P) 0.962 0.932 0.904 0.862 0.822 0.755

F1measure (F) 0.238 0.360 0.514 0.583 0.642 0.681

FolkRank Recall (R) 0.158 0.261 0.370 0.424 0.504 0.603
AUC = 0.689 Precision (P) 0.935 0.923 0.895 0.876 0.823 0.766

F1measure (F) 0.270 0.407 0.523 0.571 0.626 0.675

_trust Recall (R) 0.168 0.272 0.353 0.424 0.527 0.609
AUC = 0.680 Precision (P) 0.929 0.903 0.877 0.847 0.813 0.772

F1measure (F) 0.286 0.418 0.504 0.565 0.640 0.681

Table 5.12: Recall, Precision and F1measure scores forM=50 images and various threshold values
w.r.t. authority score (HITS), _trust weighting and FolkRank ranking score

The Precision, Recall and F1 measure, as defined in eq. 4.224.24, were computed for a variety of author
15http://www.grantjenks.com/docs/wordsegment/
16https://networkx.github.io/
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Authority threshold value θ/ FolkRank ranking score threshold value

Algorithm (M=50, N=499) 0.09 0.07 0.05 0.03 0.01

HITS Recall (R) 0.679 0.712 0.766 0.804 0.842
AUC = 0.692 Precision (P) 0.654 0.604 0.504 0.396 0.265

F1measure (F) 0.667 0.653 0.608 0.530 0.403

FolkRank Recall (R) 0.663 0.707 0.755 0.804 0.832
AUC = 0.689 Precision (P) 0.709 0.613 0.529 0.418 0.277

F1measure (F) 0.685 0.657 0.622 0.550 0.415

_trust Recall (R) 0.652 0.696 0.739 0.798 0.856
AUC = 0.680 Precision (P) 0.698 0.601 0.517 0.412 0.267

F1measure (F) 0.674 0.645 0.609 0.543 0.407

Table 5.13: Recall, Precision and F1measure scores forM=50 images and various threshold values
w.r.t. authority score (HITS), _trust weighting and FolkRank ranking score

Number of mined hashtags kept (k)

(M=50, N=499) 1 2 3 4 5 6 7 8 9 10 11

Recall (R) 0.234 0.467 0.603 0.685 0.750 0.772 0.808 0.815 0.837 0.842 0.848
Precision (P) 0.862 0.858 0.740 0.630 0.552 0.473 0.426 0.375 0.342 0.310 0.284
F1measure (F) 0.368 0.605 0.665 0.656 0.636 0.587 0.558 0.514 0.486 0.453 0.425

Table 5.14: Recall, Precision and F1measure scores forM=50 images and various values of the top
ranked hashtags based on the authority score

ity threshold values θ and are presented in Tables 5.12 5.13. Moreover, we present the Mean Average
Precision (MAP) and Mean Reciprocal Rank (MRR) results according to the eq. 4.254.26, in Table 5.15.
The corresponding Receiver Operating Characteristic curves17 (ROC) are shown in Figure 5.19. For con
venient juxtaposition with the values presented in Tables 5.12 5.13, in this ROC curve it is plotted the
Precision versus Recall instead of the typical case of ROC curves in which are usually plotted the True
Positive Rate versus the False Positive Rate. We observe from both Tables 5.12 5.13 and Figure 5.19
that the best results in terms of the F1 measure is obtained for an authority score threshold value θ=0.11.
However, as in most information retrieval systems we usually prefer a higher value of Recall, that is
identifying more tags even if they are not that accurate, instead of Precision. Thus, an authority score
threshold θ=0.09 give us also a reasonable choice.

With a MAP score equal to 0.891 (see Table 5.15) we can conclude that applying the HITS algorithm
for the selection of the appropriate hashtags, for Instagram images, in a crowdsourcing environment
is, at least promising. Since, MAP ranges [0,1] and the result is close to 1, we can conclude that the
algorithm located almost all the relevant hashtags of the collection. Another indication that the proposed
methodology is suitable for locating relevant hashtags is the MRR results (see also Table 5.15). Values
for MRR range from 0 to 1, with higher values signify that the relevant hashtags are ranked higher. Thus,
MRR=0.5 corresponds to the correct hashtags being in the top two returned by the HITS algorithm.
Another important metric that is used to evaluate the performance of information retrieval systems is
the Area Under the (ROC) Curve (AUC or AUROC). Since both Precision and Recall take values in the

17https://en.wikipedia.org/wiki/Receiver_operating_characteristic
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Mean Min Max

Average Precision 0.89 0.51 1.00
Reciprocal Rank 0.52 0.16 1.00

Table 5.15: Mean Average Precision and Mean Reciprocal Rank for forM=50 images

range [0, 1], AUC also ranges in [0, 1]. The intuition behind this metric is that an AUC of 0.5 represents
a random information retrieval system (or, similarly, a uninformative twoclass classifier) while an AUC
equal to 1 represents the perfect information retrieval system. The AUC corresponding to the ROC curve
of Figure 5.19 is equal to 0.692. As we show in the Appendix (Step 6) the computation was done with
the aid of the metrics18 Python library of Sklearn19.

Figure 5.19: Recall vs precision ROC curves for the _trust (AUC = 0.680), the FolkRank (AUC =
0.689) and the HITS (AUC = 0.692) weighting schemes

As we seen in the previous section 5.2 we concluded that on average four of the hashtags accompanying
each Instagram image are related to its visual content. This conclusion was inline with the findings
of Ferrara et al. [110] who studied users’ behavior while they annotate their photos with hashtags and
concluded that users use quite a few hashtags in order to annotate image content. In order to verify these
findings we also evaluated, again with the aid of the gold standard set, the effectiveness of hashtags’
selection through the HITS algorithm by keeping the k top ranked hashtags per image based on their
authority scores. The results, for a variety of k values, are shown in Table 5.14 while the corresponding
ROC curve is shown in Figure 5.20. We see that the best F1 scores are achieved by keeping either the
top three or the top four ranked hashtags per image. Keeping four hashtags per image favors the recall
value which, as already discussed above, is preferable for the majority of information retrieval systems.
We see also in Figure 5.20 that the area under the curve (AUC) is 0.675, which is comparable with the
authority score thresholding case. This means that there is no significant variation of the agreed hashtags

18https://scikitlearn.org/stable/modules/generated/sklearn.metrics.auc.html
19https://scikitlearn.org/stable/
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Figure 5.20: Recall vs precision ROC curve with an area under the curve (AUC) equal to 0.675  the
case of topk hashtags

per image; so keeping the k top ranked hashtags based on the authority score is another option for mining
tags from Instagram hashtags accompanying images.

User ID hub value hub based FolkRank value FolkRank _trust value _trust based
x10−2 ranking x10−2 ranking ranking

xx7892 0.3195 1 0.1444 1 0.6665 490
xx5795 0.3060 2 0.1372 2 0.7104 462
xx7746 0.3045 3 0.1363 3 0.6688 487
xx9591 0.3020 4 0.1350 4 0.6504 496
xx8610 0.2964 5 0.1320 5 0.7308 419
xx3452 0.2939 6 0.1306 6 0.6547 493
xx0988 0.2931 7 0.1302 7 0.6351 497
xx1052 0.2912 8 0.1291 8 0.7306 422
xx8286 0.2909 9 0.1290 9 0.7367 404
xx2687 0.2888 10 0.1278 10 0.7402 389

Table 5.16: Top 10 users according to the hub value along with their corresponding ranking based on
Figureeight’s _trust value

.

5.4.5 Reliability measures for the annotators

Figureeight, as many other crowdsourcing platforms, provides its own measure to identify dishonest
annotators. In particular it uses the _trust variable which is computed on a subset of the data, known as
Gold Test Questions, for which the creators provide the correct answers and which is considered as a type
of gold standard. In our case, an additional set of Instagram images corresponding to 10% of the data
was assessed (crowdtagged) by the creators. The performance of each one of the annotators is the recall
value of the tags used by the creators that the annotator correctly identified.

93



5.4. GRAPHBASED DATA COLLECTION AND RESULTS

As already mentioned, in the proposed method the reliability of the annotators is estimated with the aid
of the hub value computed on the full graph composed from all images and all tags (see eq. 4.17). So the
annotators reliability is based on the total number of image for hub value on contrast to the calculated
for all the _trust value that is based on 10% of the data. In Table 5.16 we present the hub values of the
top 10 reliable annotators based on our method along with the corresponding _trust value as computed
by Figureeight. In the same table we show also, the corresponding ranking of the differential FolkRank
algorithm. While the rankings of annotators based on the hub scores and the FolkRank algorithm are
identical, as they both based on the same principle, we observe large differences between them and the
_trust values (fifth column) of Figureeight. In fact the _trust values, of the top 10 annotators based on
the hub scores and FolkRank, are below the average _trust value (0.7675) and in almost all cases the
corresponding ranking is in the last 100. We remind here that the total number of annotators is N=499.

We observe also, by examining the extreme values of hub and _trust, that the hub scores provide a more
subtle diversification than the _trust scores. Therefore, our choice to weight the bipartite graphs for each
image (see eq. 4.18) with the hub scores of the full bipartite graph rather than the _trust values seems
justified. However, in order to empirically check this assumption we repeated our experiments by using
as weights in the bipartite graphs for each image the _trust scores of the annotators. The results are
summarized in Tables 5.12 5.13 and illustrated in Figure 5.19. We see a quite similar performance in
terms of the F1 metric although some differentiation between Recall and Precision for the same values
of the authority threshold θ do exist. The area under the curve achieved when using the _trust scores
to weight the bipartite graphs is 0.680, not very much lower than that of the hub score weighting of the
bipartite graphs. We further discuss this finding in Section 6.3.

5.4.6 Python Code

Here we provide the full Python code that allows anyone who wishes to rerun the experiments and test
their validity. The graphs as Pajek20 files are also publicly available at https://irci.eu/instahashtags/

• Step 1: Read the datafile produced through crowdsourcing (already converted to json21 format)

>>> import json
>>> with open('../data/F8_data.json', 'r') as fp:
... data = json.load(fp)
>>> users = list(data.keys())
>>> data[users[0]].keys()

• Step 2: Create a full bipartite graph composed by annotators and all available tags in order to rank
the annotators.

>>> import networkx as nx
>>> import numpy as np
>>> exec(open('csv2imageGraphs.py').read())
>>> G = FullGraph(data,50,no_split, '../data/full499.net')

20http://vlado.fmf.unilj.si/pub/networks/pajek/
21https://www.json.org/
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• Step 3: Apply the HITS algorithm and get the hub values (h).

>>> [h,a] = nx.hits(G)

• Step 4: Use the hub values (h) computed in the previous step to initialize the bipartite graphs for
each one of the images.

>>> ImageGraphs(data,50,h,no_split)
>>> G7 = nx.read_pajek('../data/img7.net')
>>> [annotators,tags] = nx.bipartite.sets(G7)
>>> list(sorted(tags))[:9]
['acosta', 'amigo', 'amores', 'and', 'animal', 'animales', 'baby', 'bau',

'beautiful']
>>> list(sorted(annotators))[:5]
['3374092858', '3374094788', '3374097114', '3374098976', '3374107231']
>>> G7['3374092858']
{'cat': {'weight': 0.1629}, 'doll': {'weight': 0.1629}, 'white': {'weight':

0.1629}}
>>> G7['3374098976']
{'cat': {'weight': 0.1248}}

• Step 5: For each image graph apply the HITS algorithm to rank the tags according to the computed
authority value (a).

>>> import operator
>>> G7 = nx.DiGraph(G7)
>>> [h7, a7] = nx.hits(G7)
>>> sorted_a7 = sorted(a7.items(), key=operator.itemgetter(1), reverse=True)
>>> sorted_a7[:4]
[('cat', 0.2030), ('doll', 0.1318), ('white', 0.1268), ('cute', 0.1171)]

• Step 6: Compute various recall and precision values for different authority score thresholds θ and
plot the result.

>>> Thresholds=[0.25, 0.21, 0.17, 0.15, 0.13, 0.11, 0.09, 0.07, 0.05, 0.03, 0.01]
>>> p = []; r = []
>>> for t in Thresholds:
... [R, P] = computeROC('img', 'data/gold.json', 50, t)
... p += [P]; r += [R]
...
>>> from sklearn import metrics
>>> metrics.auc(r,p)
>>> import matplotlib.pyplot as plt
>>> plt.plot(p,r); plt.axis([0.2, 0.95, 0.2, 0.95])
>>> plt.title('ROC curve (Recall vs Precision) with AUC = 0.692')
>>> plt.xlabel('Precision'); plt.ylabel('Recall')
>>> plt.grid(True); plt.show()
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The proprietary Python functions that were developed and used in the experimentation (file csv2imagGraphs.py)
are listed below:

import networkx as nx
import numpy as np
from wordsegment import load, segment
from nltk.stem import WordNetLemmatizer
from nltk.tokenize import TweetTokenizer
load()

def FullGraph(data,M,no_split,file_out):
G = nx.DiGraph()
for j in np.arange(M):

img = str(j+1)+'_choose'
img1= str(j+1)+'_own'
users = data.keys()
for u in users:

key_list = list(set(tknzr.tokenize(data[u][img])+
tknzr.tokenize(data[u][img1])))

keys = []
for key in key_list:

if key in no_split:
keys +=[key]

else:
keyX = segment(key)
keyX = [lemmatizer.lemmatize(w) for w in keyX if len(w)>2]
keys +=keyX

keys = sorted(list(set(keys)))
for key in keys:

G.add_edge(u, key)
nx.write_pajek(G,file_out, encoding='UTF-8')
return G

def ImageGraphs(data,M,h,no_split):
for j in np.arange(M):

G1 = nx.DiGraph()
img = str(j+1)+'_choose'
img1= str(j+1)+'_own'
users = data.keys()
for u in users:

key_list = list(set(tknzr.tokenize(data[u][img])+
tknzr.tokenize(data[u][img1])))

key_list = [w.lower() for w in key_list]
keys = []
for key in key_list:

if key in no_split:
keys +=[key]

else:
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keyX = segment(key)
keyX = [lemmatizer.lemmatize(w) for w in keyX if len(w)>2]
keys +=keyX

keys = sorted(list(set(keys)))
for key in keys:

G1.add_edge(u, key, weight=h[u]*100)
filename = 'img'+str(j+1)+'.net'
nx.write_pajek(G1,filename, encoding='UTF-8')

def computeROC(filestart, goldfile, N, thresh_level):
with open(goldfile, 'r') as fp:

Gold = json.load(fp)
retrieved = []; matched = []; gold = []
tp = []; fp = []; fn = []
for i in np.arange(N):

filename = filestart+str(i+1)+'.net'
gold_current = Gold[filestart+str(i+1)]
G1 = nx.read_pajek(filename, encoding='UTF-8')
G1 = nx.DiGraph(G1)
[h, a] = nx.hits(G1)
keys = [key for key in a.keys() if a[key]>thresh_level]
tp +=[key for key in keys if key in gold_current]
fp +=[key for key in keys if key not in gold_current]
fn +=[key for key in gold_current if key not in keys]
gold += gold_current
retrieved += keys

R = len(tp)/len(gold)
P = len(tp)/len(retrieved)
return R, P

5.5 Topic models

In this section we refer to the data collection, presentation and analysis of results and conclusions drawn
regarding the application of topic modelling (see Section 4.5), for Instagram hashtags filtering and image
retrieval. Further details can be found at [20–22].

5.5.1 Data collection and topic coherence evaluation

For the needs of this study and for the evaluation of the proposed methodology we constructed a dataset
composed of 1000 Instagram images (see Table 5.17) along with their hashtags by querying with 20

different subjects / hashtags (i.e., #airplane, #ring, etc.). From the retrieved images of each query we
manually selected the 50 most visually relevant ones. Those images were uploaded to Instagram by 970
different Instagram users. Owners’ hashtags surrounding these images were automatically crawled using
the Beautiful Soup library of Python22. The crawled hashtags were stored in 20 different files one for

22http://www.crummy.com/software/BeautifulSoup/bs4/doc/
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each subject. Each file contained 50 rows, each row representing the hashtags of an Instagram image. A
total of 17240 hashtags were collected across all subjects.

The Latent Dirichlet Allocation (LDA) method was applied to the hashtags of each subject in an effort to
create topic models for each one of the subjects. Since the LDA algorithm requires as input the number
of intended topics we had first to identify the optimal number of topics for each one of the subjects. The
procedure we followed for that purpose is described in Section 5.5.3. In Table 5.17 we show the optimal
number of topics for 10 subjects along with the number of hashtags per subject and the corresponding
ACV value (see eq. 5.2).

Table 5.17: Aggregate coherence value for each subject (shown 10 out of 20)

A/A Topic # Hashtags optimal k ACV

1 HORSE 867 26 0.72
2 ICECREAM 753 20 0.70
3 BIKE 751 20 0.73
4 LAPTOP 913 32 0.73
5 TULIP 683 14 0.72
6 AIRPLANE 1022 26 0.69
7 CAMEL 741 20 0.71
8 RING 1034 32 0.69
9 CROISSANT 752 20 0.71
10 BAG 921 20 0.69

5.5.2 Topic coherence and interpretability

The topic coherence of the models created for each one of the subjects was assessed with the aid of Ag
gregate Coherence Value (ACV) as shown in Table 5.17. The evaluation was performed by first selecting
the optimal number of topics for each subject as explained in the next section. We observe that the ag
gregate topic coherence for all subjects is quite stable across all subjects ranging from 0.69 to 0.73. This
stability is an interesting result on its own regarding the robustness of the proposed method.

Interpretability of topic modelling is usually done through visualization and human assessment. We use
the pyLDAvis tool23 to visualize the fit of our LDA model across the various topics and their top (most
frequent) words. pyLDAvis was designed to help users interpret the topics in a topic model that has been
fit to a corpus of text data. The package extracts information from a fitted LDA topic model to inform an
interactive webbased visualization. Figures 5.22 and 5.23, visualize the topics distribution of the created
topic models corresponding to the subjects #airplane and #ring respectively. It is clear in both cases that
in the topic with the highest coherence all the words are tightly associated with the relevant subject.

Interpretability was also qualitatively evaluated by humans through a simple experiment. Two ordinary
Instagram users were, independently, shown the topic with the highest coherence through the pyLDAvis
tool and were asked to guess the topic title (subject). In all cases they could guess the right subject with
less than three attempts. We should mention here, however, that the subjects we used in this experiment
correspond to clear and tangible concepts, such as airplane, laptop, dog, etc. Whether humans could

23https://pypi.org/project/pyLDAvis/
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interpret topics related to abstract terms such as freedom, liberty and democracy is questionable though
(see [102] for a related discussion).

5.5.3 Optimal number of topics

When determining how many topics to use, it is important to consider both qualitative and quantitative
factors. Qualitatively, you should have domain knowledge of the data you’re analyzing and be able to
gauge a general ballpark of clusters your data will separate into. There should be enough topics to be able
to distinguish between overarching themes in the text but not so many topics that they lose their inter
pretability. In the case of evaluating Instagram hashtags related to a particular subject, from a qualitative
perspective, 10 topics seemed like a reasonable number to start with.

Quantitative evaluation is usually done in an empirical manner as Prabhakaran [277] suggests: In order
to find the optimal number kopt of topics in a corpus build many LDA models with different values of k
(number of topics) and pick the one that gives the highest Aggregate Coherence Value (ACV). ACV is
computed with the aid of eq. 5.2

ACV [k] =
1

k

k∑
t=1

C[Tt] (5.2)

kopt = argmax{ACV [k]} (5.3)

Plotting the aggregate coherence value versus k as in Figure 5.21, is, in most cases, useful. Choosing a k
that marks the end of a rapid growth (k = 6 in the diagram) of topic coherence usually offers meaningful
and interpretable topics. Picking an even higher value can sometimes provide more granular subtopics.
If you see the same keywords being repeated in multiple topics, it’s probably a sign that the k is too large.
If the aggregate coherence score seems to keep increasing, it may make better sense to pick a k that gave
the highest CV before flattening out (k=20 in the diagram).

Table 5.18 shows our experimentation regarding the selection of the optimal number of topics for the
subject #AIRPLANE.

Table 5.18: Optimal number of topics for the subject #AIRPLANE

# Topics 2 8 14 20 26 32 38

ACV 0.462 0.6101 0.6712 0.6857 0.6951 0.675326 0.6366

5.5.4 Human interpretation of topic models through Word Clouds

As mentioned in Section 4.5.5 the purpose of this study was to examine the interpretability of topic
models created from the Instagram hashtags as described in the previous sections. We have decided to
investigate human interpretation of topic models on the basis of a generic crowd and students of the
Cyprus University of Technology.

The topics were shown as word clouds with the queried hashtags (subjects) hidden and the crowd and
students were asked to guess the hidden hashtag providing their best four guesses. The aimwas to examine
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Figure 5.21: Diagrammatic presentation of the results of Table 5.18

Figure 5.22: #AIRPLANE Topic visualization

the accuracy of topic models interpretation, as well as a comparison between the crowd and the students.
Regarding the latter, we aimed also to investigate if there is significant correlation on the way the crowd
and the students interpret the word clouds of Instagram hashtags. If crowd and students choice coincide
with the subject of the word cloud, we have a good indication that the word cloud words, indeed, related
with the subject. We considered that through this metaanalysis we could gain useful insights on whether
we can use words mined form Instagram hashtags for AIA purposes.

A dataset of 520 Instagram posts (photos along with their associated hashtags) was created by querying
with 26 different hashtags / subjects (see Table 5.19). For each subject we collected 10 visually relevant
to the subject Instagram posts (images and associated hashtags) and 10 visually irrelevant ones. This led
to a total of 520 (260 relevant and 260 nonrelevant) images and 8199 hashtags (2883 for relevant images
and 5316 nonrelevant images).

All collected hashtags were undergone preprocessing so as to derive meaningful tokens (words in En
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Figure 5.23: #RING Topic visualization

glish). Instragram hashtags, are unstructured and ungrammatical, and it is important to use linguistic
processing to (a) remove stophashtags (see Section 5.3), that is hashtags that are used to fool the search
results of the Instagram platform, (b) split a composite hashtag to its consisting words (e.g. the hashtag
‘#spoilyourselfthisseason’ should be split into four words: ‘spoil’, ‘yourself’, ‘this’, ‘season’), (c) re
move stopwords that are produced in the previous stage (e.g. the word ‘this’ in the previous example),
(d) perform spelling checks to account for (usually intentionally) misspelled hashtags (e.g. ‘#headaband’,
‘#headabandss’ should be changed to ‘#headband’), and (e) perform lemmatization to merge words that
share the same or similar meaning.

(a) Bear relevant word cloud (b) Bear irrelevant word cloud

Figure 5.24: Relevant & irrelevant word clouds for the subject (queried hashtag) bear
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5.5.5 Interpretation of word clouds

Crowdbased interpretation of word clouds was conducted with the aid of the Appen24 crowdsourcing
platform (see Figure 5.25) and studentbased interpretation was performed with the aid of the learning
platformMoodle25 (see Figure 5.26). We chose the interpretation from cloud because we wanted to take
advantage of the principles of collective intelligence.

The word clouds were presented to crowd participants which were asked to select one to four of the
subjects that best match the shown word cloud according to their interpretation. The participants were
clearly informed that the token corresponding to the correct subject was not shown in the cloud. The
same questions were presented to the students and which also had to choose between one to four subjects
that best match the word cloud they saw. Both students and the crowd were informed the correct subject
was not included in the word cloud.

Every word cloud was judged by at least 30 annotators (contributors in Appen’s terminology) while eight
word clouds were also used as ‘gold questions’ for quality assurance, i.e., identification of dishonest
annotators and task difficulty assessment. The correct answer(s) for the gold clouds were provided to
the crowdsourcing platform and all participants had to judge those clouds. However, gold clouds were
presented to the contributors in random order and they could not know which of the clouds were the gold
ones. A total of 165 contributors from more than 25 different countries participated in the experiment.
The cost per judgement was set to $0.01 and the task was completed in less than six hours. A total of 25
students annotations were also collected.

The crowd and students interpretations of each one of the word clouds were also transformed as word
clouds, i.e., meta word clouds, for illustration purposes. The importance of each token in a meta word
cloud was based on the frequency of its selection by the contributors and students. Meta word clouds
are presented in Figures 5.28, 5.29, 5.31, 5.32, 5.34, 5.35. The tokens in a meta word cloud can be
seen as the topic model suggested by the crowd and students for the Instagram photos grouped under the
corresponding subject. For instance we could say that the topic model for the images grouped under the
subject ‘microphone’ includes also the words ‘guitar’ and ‘piano’ and thus all three words can be used
for tagging the corresponding photos even for creating training datasets for AIA purposes [195].

Not all word clouds present the same difficulty of interpretation. Thus, in order to quantitatively estimate
that difficulty per subject we used the typical accuracy metric, that is the percentage of correct subject
identifications by the crowd and the students. By correct identification we mean that a contributor or a
student had selected the right subject within her/his one to four choices. We see for instance in Table 5.19
that the accuracy for crowd of the guitar word cloud is 93%. This means that 93% of the contributors
included the word ‘guitar’ in their interpretation for that word cloud, regardless the number (1 to 4) of
contributor choices.

5.5.6 Discussion regarding the interpretatblity of topics

The accuracy of interpretation for all word clouds is presented in Table 5.19 while summary statistics
are presented in Table 5.20. In order to better facilitate the discussion that follows the subjects (query

24https://appen.com/
25https://elearning.cut.ac.cy/
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Figure 5.25: Word cloud interpretation in the Appen crowdsourcing platform

Figure 5.26: Word cloud interpretation in Moodle
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Table 5.19: Topic identification accuracy for word clouds created using visually relevant (Relev.) and
irrelevant (Irre.) Instagram photos

Relevant Irrelevant
Subject Crowd (%) Student (%) Crowd (%) Student (%)
Guitar 93 88 87 84
Piano 70 80 47 72
Microphone 57 92 67 80
Bear 43 76 0 0
Elephant 37 48 0 0
Giraffe 63 72 3 16
Lion 60 76 67 44
Monkey 33 36 0 0
Zebra 57 68 3 0
Dress 80 84 60 76
Hat 7 40 3 52
Headband 30 24 17 80
Shirt 33 48 53 56
Sunglasses 67 68 13 36
Chair 43 60 47 80
Laptop 100 96 80 92
Table 73 84 77 84
Cat 90 92 17 60
Dog 87 92 0 0
Fish 100 92 93 84
Hamster 3 40 7 36
Parrot 87 88 90 84
Rabbit 77 72 7 0
Turtle 20 60 20 52
Hedgehog 0 12 0 0
Horse 87 88 7 4

Table 5.20: Summary statistics for the accuracy of identification

Subject Mean (%) St. Dev.(%) Min (%) Max (%)
Student Relevant 68 23 12 96
Crowd Relevant 58 30 0 100
Student Irrelevant 45 35 0 92
Crowd Irrelevant 33 34 0 93

Table 5.21: Independent samples ttest, N=26 subjects in all cases

Group Mean (%) St. Dev. (%) Stan. Err. (%) t p

Relevant (Students) 68 23 5 25 .003
Irrelevant (Students) 45 35 7 25
Relevant (Crowd) 58 30 6 25 .001
Irrelevant (Crowd) 33 34 6 25
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hashtags) were divided into six categories: (a) Music: Guitar, Piano, Microphone (b) Wild animals:
Bear, Elephant, Giraffe, Lion, Monkey, Zebra (c) Fashion: Dress, Hat, Headband, Shirt, Sunglasses (d)
Office: Chair, Laptop, Table, (e) Pets: Cat, Dog, Fish, Hamster, Parrot, Rabbit, Turtle (f)Miscellaneous:
Hedgehog, Horse.

In order to answer the main research questions of our study formulate three null hypotheses as follows:

H01: There is no significant difference of word cloud interpretation of hashtags sets mined from relevant
and irrelevant images by the trained students.

H02: There is no significant difference of word cloud interpretation of hashtags sets, mined from relevant
and irrelevant images, by the generic crowd.

H03: There is no significant correlation on the way the generic crowd and trained students interpret the
word clouds mined from Instagram hashtags.

In Table 5.21 we see the pairedsampled ttest which was conducted, with the aid of SPSS, to compare
the interpretation in relevant and irrelevant word clouds conditions in both the crowd and students. There
is a significant difference in the scores for relevant (Mean Crowd=68%, Mean Student=58%) and irrele
vant (Mean Crowd=33%, Mean Student=45%). Thus the null hypotheses H01 and H02 are rejected at a
significance level a = .003 for students and a = .001 for the crowd.

Regarding the third null hypothesis, for a significant level a = 0.01 the critical value for the correlation
coefficient (two tail test, df = 50) is rc = 0.354. By computing the correlation coefficient (Pearson rho)
of the mean accuracy values per subject of the crowd and the students we find r = 0.861. Thus, r > rc

and the null hypothesis(H03) is rejected at a significance level a = 0.01, denoting that the way word
clouds are interpreted by the trained students and the crowd is highly correlated.

We see in Table 5.19 that the interpretation accuracy varies within and across categories. As we explain
later through specific examples, there are three main parameters which affect the difficulty of interpreta
tion. The first one is the conceptual context for a specific term. It is very easy, for instance, to define a
clear conceptual context for the term fish but very difficult to define clear conceptual contexts for terms
such as hat and hedgehog. This difficulty is, obviously, reflected in the use of hashtags that accompany
photos presenting those terms. As a result the corresponding word clouds do not provide the textual con
text and hints that allow their correct interpretation. Thus, textual context and key tokens in the word
clouds is the second parameter affecting the difficulty of interpretation. Concepts such as dog, cat and
horse are far more familiar to everyday people than concepts such as hedgehog and hamster.

In the following we present and discuss some representative / interesting examples for each one of the
six categories mentioned above.

The word clouds in the Music category have very high scores of interpretation accuracy. Music related
terms share a strong conceptual context which results in clear textual contexts in the Instagram hashtags.
In Figure 5.27a we see the word cloud for the subject ‘microphone’ and in Figure 5.28 we see the interpre
tation word clouds from the crowd and students. Tokens like band, singer, music, singer and stage create
a strong and clear textual content. Thus, the annotators, 57% for crowd and 92% for students, correctly
chose ‘microphone’ to interpret the word cloud. Moreover, the ‘microphone’ word cloud tokens had as
a result the crowd and the students to choose also guitar, piano as we see in interpretation word clouds
(see Figure 5.28).
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(a) Word cloud for the ‘microphone’ subject (b) Word cloud for the ‘monkey’ subject

Figure 5.27: Word clouds for the ‘microphone’ and ‘monkey’ subject

(a) Crowd based interpretation (b) Students’ interpretation

Figure 5.28: Crowd and students based interpretation of the ‘microphone’ word cloud

The ‘monkey’ word cloud (see Figure 5.27b) was in fact a confusing one. The most prominent tokens
were art, animal and nature while some other terms such as artist, artwork, and work could also confuse
the crowd and the students. As a result the accuracy for that category is 33% for the crowd and 36% for
the students. We see in the meta word clouds for students and crowd (Figure 5.29), however, the key
tokens animal and nature combined with the term gorilla in the upper right corner of the word cloud
led the contributors and students to make selections from the wild animal category including the correct
subject.

The case of subject ‘hat’ (see word cloud in Figure 5.30a) shows a situation where there are many different
conceptual contexts. As a result, the hashtags appeared in different Instagram photos differ significantly
and the resulting word cloud is confusing. We see that the most prominent tokens in the cloud are blogger,
style, sun, and beach (obviously these are concepts shown in some of the Instagram photos grouped under
the subject ‘hat’). There is no doubt that the subject ‘hat’ fits well with those terms. However, the same
terms fit well or even better to other subjects such as ‘sunglasses’ and dress that had as result the accuracy
was not high for students and crowd (7% for crowd and 40% for students  see Figure 5.31).

The ‘chair’ word cloud (see Figure 5.30b) contains words like furniture, table, interior which are all
related to the ‘table’ and ‘chair’ terms. As, a result the crowd and the students interpret that word cloud
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(a) Crowd based interpretation
(b) Students’ interpretation

Figure 5.29: Crowd and student based interpretation of the ‘monkey’ word cloud

(a) Word cloud for the ‘hat’ subject (b) Word cloud for the ‘chair’ subject

Figure 5.30: Word clouds the subjects ‘hat’ and ‘chair’

with the terms tags ‘table ’and ‘chair’ (43% for crowd and 60% for students  see Figure 5.32).

The case of ‘hedgehog’ is a classic example showing that the familiarity with a concept affects the diffi
culty in interpretation of the word cloud derived from Instagram hashtags. While in the word cloud (see
Figure 5.33a) the words pygmy, pet and animal are by far the most important ones, none of the partici
pants selected the right subject. It appears that both the crowd and the students were nonfamiliar with
the word pygmy. The African pygmy hedgehog is the species often used as pet. By examining the meta
word clouds (see Figure 5.34) we see that the Appen contributors and students mixed up concepts related
to pets with concepts related to wild animals.

The case of ‘hamster’ (see Figure 5.33b) represents a situation with different conceptual contexts. The
hashtags that appear in that world cloud are indeed related to ‘hamster’: dwarf and syrian are hamster
species while life is a generic word. The crowd and the students were not familiar with these hamster
species and as a result the accuracy was quite low: 3% for crowd and 40% for students. By examining
the meta word clouds (see Figure 5.35) the word animal in the word cloud led the crowd to choose mostly
wild animals and the students to choose pets.
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(a) Crowd based interpretation
(b) Students’ interpretation

Figure 5.31: Crowd and students based interpretation of the ‘hat’ word cloud

(a) Crowd based interpretation (b) Students’ interpretation

Figure 5.32: Crowd and students based interpretation of the ‘chair’ word cloud

(a) Word cloud for the ‘hedgehog’ subject (b) Word cloud for the ‘hamster’ subject

Figure 5.33: Word clouds for the subjects ‘hedgehog’ and ‘hamster’
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(a) Crowd based interpretation
(b) Students’ interpretation

Figure 5.34: Crowd and students based interpretation of the ‘hedgehog’ word cloud

(a) Crowd based interpretation (b) Students’ interpretation

Figure 5.35: Crowd and students based interpretation of the ‘hamster’ word cloud
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5.6 Correlation between color histograms and Instagram hashtag sets

In this study we examine whether there is a correlation between the low level visual characteristics of
the Instagram images and the (filtered) hashtags appended to them. The methodology we follow was
described in Section 4.6 and employs the representation of images via color histograms while the hashtag
sets are represented using word embeddings.

The dataset used in the current studies were collected by using 26 independent query hashtags (i.e., #dog,
#elephant, etc.), called, as already explained in previous sections, subjects. For each query hashtag we
collected 10 relevant and 10 irrelevant image posts (images and associated hashtags) leading to a total of
520 (260 relevant and 260 nonrelevant) images and 8199 hashtags (2883 for relevant images and 5316
nonrelevant images). An example of a relevant Instagram post for the hashtag subject #laptop is shown
in Fig. 5.36 while Fig. 5.37 shows an irrelevant one.

Figure 5.36: Example of a relevant Instagram post for hashtag #laptop

Table 5.22: Average Bhattacharyya similarity scores (relevant posts)

bear cat chair dog dress elephant fish
Mean 0.722 0.734 0.735 0.749 0.729 0.765 0.668
St. Dev. 0.062 0.046 0.062 0.074 0.057 0.042 0.097
Min 0.602 0.654 0.565 0.592 0.613 0.685 0.529
Max 0.840 0.885 0.840 0.885 0.893 0.855 0.885

giraffe guitar hamster hat headband hedgehog horse
Mean 0.729 0.674 0.744 0.683 0.701 0.718 0.708
St. Dev. 0.077 0.054 0.054 0.076 0.072 0.066 0.061
Min 0.602 0.581 0.633 0.533 0.575 0.575 0.592
Max 0.840 0.840 0.840 0.870 0.826 0.840 0.833

The data (images and hashtags) were analysed with the aid of Python26. In order to compute the color
histogram of an image and the Bhattacharyya distance between two images represented via their color

26https://www.python.org/
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Figure 5.37: Example of a non relevant Instagram post for hashtag #laptop

Table 5.23: Average Bhattacharyya similarity scores (relevant posts)

laptop lion mic monkey parrot piano
Mean 0.682 0.767 0.690 0.671 0.693 0.680
St. Dev. 0.043 0.066 0.061 0.096 0.065 0.051
Min 0.602 0.637 0.565 0.521 0.556 0.592
Max 0.800 0.893 0.813 0.847 0.800 0.806

rabbit shirt sunglasses table turtle zebra
Mean 0.719 0.699 0.668 0.719 0.706 0.717
St. Dev. 0.055 0.086 0.055 0.044 0.067 0.070
Min 0.621 0.543 0.565 0.633 0.578 0.606
Max 0.893 0.870 0.813 0.800 0.826 0.906

Table 5.24: Average Bhattacharyya similarity scores (irrelevant posts)

bear cat chair dog dress elephant fish
Mean 0.728 0.690 0.687 0.671 0.631 0.661 0.665
St. Dev. 0.074 0.061 0.061 0.067 0.065 0.062 0.092
Min 0.581 0.587 0.580 0.548 0.519 0.555 0.510
Max 0.856 0.821 0.785 0.810 0.754 0.841 0.814

giraffe guitar hamster hat headband hedgehog horse
Mean 0.717 0.626 0.694 0.664 0.665 0.681 0.706
St. Dev. 0.055 0.062 0.079 0.078 0.080 0.071 0.090
Min 0.620 0.523 0.530 0.525 0.518 0.537 0.528
Max 0.846 0.751 0.841 0.798 0.815 0.807 0.889

histograms, we made use the OpenCV 27 Python library. For the numeric representation of an Instagram
hashtag set we used the Gensim library and specifically the Doc2Vec28 model. We have to note here
that the hashtag sets, appended to each one of the Instagram photos, were first filtered described the
corresponding methods described in the current thesis and then transformed to numeric representations
using the Doc2Vec model.

In Table 5.30 we see the global (across all subjects) statistics regarding the color histogram similarities
for the relevant and irrelevant posts while in Figure 5.38 we see a more detailed comparison per subject.

27https://opencv.org/
28https://www.tutorialspoint.com/gensim/gensim_doc2vec_model.htm
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Table 5.25: Average Bhattacharyya similarity scores (irrelevant posts)

laptop lion mic monkey parrot piano
Mean 0.682 0.767 0.690 0.671 0.693 0.680
St. Dev. 0.061 0.043 0.066 0.061 0.096 0.065
Min 0.602 0.637 0.565 0.521 0.556 0.592
Max 0.800 0.893 0.813 0.847 0.800 0.806

rabbit shirt sunglasses table turtle zebra
Mean 0.719 0.699 0.668 0.719 0.706 0.717
St. Dev. 0.055 0.086 0.055 0.044 0.067 0.070
Min 0.621 0.543 0.565 0.633 0.578 0.606
Max 0.893 0.870 0.813 0.800 0.826 0.906

Table 5.26: Average similarity of hashtag sets (relevant posts)

bear cat chair dog dress elephant fish
Mean 0.350 0.255 0.263 0.224 0.250 0.247 0.167
St. Dev. 0.084 0.137 0.109 0.097 0.068 0.115 0.075
Min 0.183 0.049 0.103 0.097 0.107 0.100 0.069
Max 0.575 0.781 0.560 0.471 0.404 0.643 0.356

giraffe guitar hamster hat headband hedgehog horse
Mean 0.197 0.254 0.257 0.294 0.189 0.160 0.220
St. Dev. 0.047 0.083 0.143 0.110 0.043 0.084 0.117
Min 0.126 0.148 0.087 0.126 0.124 0.046 0.059
Max 0.316 0.534 0.920 0.633 0.297 0.457 0.692

Table 5.27: Average similarity of hashtag sets (relevant posts)

laptop lion mic monkey parrot piano
Mean 0.257 0.225 0.220 0.251 0.151 0.217
St. Dev. 0.042 0.050 0.043 0.090 0.069 0.079
Min 0.162 0.137 0.114 0.044 0.043 0.090
Max 0.337 0.363 0.310 0.445 0.306 0.404

rabbit shirt sunglasses table turtle zebra
Mean 0.719 0.699 0.668 0.719 0.706 0.717
St. Dev. 0.055 0.086 0.055 0.044 0.067 0.070
Min 0.621 0.543 0.565 0.633 0.578 0.606
Max 0.893 0.870 0.813 0.800 0.826 0.906

Table 5.28: Average similarity of hashtag sets (irrelevant posts)

bear cat chair dog dress elephant fish
Mean 0.148 0.134 0.183 0.209 0.240 0.189 0.138
St. Dev. 0.062 0.072 0.094 0.068 0.115 0.078 0.078
Min 0.051 0.030 0.024 0.103 0.064 0.094 0.019
Max 0.322 0.291 0.395 0.330 0.464 0.507 0.332

giraffe guitar hamster hat headband hedgehog horse
Mean 0.139 0.238 0.114 0.261 0.187 0.158 0.094
St. Dev. 0.062 0.118 0.058 0.060 0.034 0.059 0.056
Min 0.053 0.068 0.035 0.163 0.120 0.052 0.013
Max 0.291 0.519 0.298 0.417 0.249 0.277 0.206

Additional statistics are presented in Tables 5.22, 5.23 & 5.24, 5.25 for the relevant and irrelevant posts
respectively. Despite the fluctuations across various subjects, the global mean for color histogram simi
larity in relevant posts is significantly higher than that of irrelevant posts (t = 4.35, p < 0.01, df = 25,
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Table 5.29: Average similarity of hashtag sets (irrelevant posts)

laptop lion mic monkey parrot piano
Mean 0.161 0.210 0.187 0.121 0.102 0.178
St. Dev. 0.073 0.059 0.048 0.077 0.051 0.083
Min 0.028 0.115 0.107 0.017 0.015 0.054
Max 0.206 0.300 0.361 0.303 0.274 0.257

rabbit shirt sunglasses table turtle zebra
Mean 0.181 0.164 0.104 0.178 0.143 0.119
St. Dev. 0.076 0.066 0.038 0.076 0.040 0.052
Min 0.035 0.081 0.043 0.065 0.058 0.020
Max 0.352 0.367 0.178 0.336 0.220 0.241

Table 5.30: Average statistics of Bhattacharyya similarity across all subjects for photos taken from
relevant and irrelevant posts

Mean St. Dev. Min Max
Relevant Images 0.710 0.028 0.668 0.767
Non Relevant Images 0.672 0.034 0.596 0.728

Figure 5.38: Mean Bhattacharyya similarity per subject for relevant & irrelevant posts

Figure 5.39: Mean hashtag sets similarity per subject for relevant & irrelevant posts

d = 1.22)29.

In Table 5.31 we see the global (across all subjects) statistics regarding the hashtag sets similarities for the
relevant and irrelevant posts. while in Figure 5.39 we see a per subject comparison. Detailed statistics are
presented in Tables 5.26, 5.27 & 5.28, 5.29 for the relevant and irrelevant posts respectively. Fluctuations

29d is the Cohen coefficient denoting the effect size
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Table 5.31: Average statistics of hashtag sets similarity across all subjects for relevant and irrelevant
posts

Mean St. Dev. Min Max
Relevant Images 0.237 0.041 0.151 0.350
Non Relevant Images 0.165 0.043 0.094 0.261

across various subjects also appear here, as in the case of color histogram similarities, but they are a bit
moderate. Once again the global mean for hashtag sets similarity in relevant posts is significantly higher
than that of irrelevant posts (t = 6.04, p < 0.01, df = 25, d = 1.71).

In Fig. 5.40we see the comparison30 ofmean similarity between filtered hashtag sets and color histograms
for the relevant posts. The Pearson correlation is rr=0.242 which is lower than the critical value rc=0.33
obtained for df = 24 and level of significance a=0.05. Thus, the H01 null hypothesis that the similarity
of color histograms and filtered hashtags sets, in the relevant posts, are significantly correlated cannot be
rejected.

Fig. 5.41 examines the case of irrelevant posts. The Pearson correlation in that case is ri=−0.255 showing
that in the irrelevant posts information obtained through the color histograms and the hashtags sets are
contradicting as one may expect from the fact that no similar visual content is shared within each subject.

Figure 5.40: Mean similarities across all subjects for the color histogram and the hashtags sets for the
relevant posts. For better visualisation equalisation of global means has been performed

In order to examine the second (H02) null hypothesis we have to compare two correlation coefficients
and check the significance of their difference assuming a normal distribution.

The zscore of a correlation coefficient is obtained using the following formula [278]:

zk = 0.5 · log(1 + rk
1− rk

) (5.4)

Using the previous formula we get the zr = 0.247 and zi=−0.261. In order to test the significance of
zscore difference we need to normalize with the standard error (see eq. 5.6):

z =
zr − zi
σzr−zi

(5.5)

30Equalization of means has been performed for better visualisation
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Figure 5.41: Mean similarities across all subjects for the color histogram and the hashtags sets for the
irrelevant posts. For better visualisation equalisation of global means has been performed

where

σzr−zi =

√
1

nr − 3
+

1

ni − 3
(5.6)

Given that nr=ni = 26 (the number of subjects) from eq. 5.5 & 5.6 we get z = 1.73 which gives
p = 0.042. Thus, the H02 null hypothesis is rejected at a significant level a = 0.05.

5.7 Transfer learning

In the previous section we have seen that there is significant difference between the correlation of visual
content (at least in terms of color histograms) among Instagram photos obtained from relevant posts and
irrelevant ones. We have also seen that there is significant difference between the Instagram hashtag sets
obtained form relevant and irrelevant posts. However, no significant correlation was found between the
Instagram hashtags sets and visual content (expressed via the color histogram) of the same Instagram
posts. This means that we can not measure the visual similarity between two Instagram images, indi
rectly, by comparing the associated hashtag sets. On the other hand, wee have already shown that an
important proportion of Instagram hashtags that accompany an Instagram photo describe its visual con
tent via semantic terms. By combining this contradicting results we can conclude that probably the color
histogram is not an ideal feature set for training concept models.

In the current study we try to examine whether Instagram photos collected through a query hashtag (sub
ject) can be used for adapting concept models with the aid of transfer learning. Comparison with image
retrieval using topic modelling of Instagram hashtags, as proposed by Tsapatsoulis [195], could be also
done to assess whether there is a correlation between the performance of concept models, developed via
transfer learning, and topic models trained on hashtags sets.

5.7.1 Data collection and preprocessing

For the development of concept models for image classification using transfer learning we used the same
set of 26 subjects described in Sections 5.5.4 & 5.6. For each subject, we collected 100 images, con
structing a dataset of 2600 Instragram photos in total. This dataset was divided into two parts: a training
part, consisting of 2080 images (80% of the dataset) used for training, and the testing part, which consists
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of 520 pictures (20% of the dataset) that were used to evaluate the models we created in the training
phase. The Python code we used for image classification was retrieved from GitHub project31. Image
classification was based on TensorFlow 2.x and TensorFlow Hub. Convolutional Neural Networks were
implemented in Python 3 under Google Colaboratory, referred to as Colab32, which is an online platform
for machine learning models that provides GPU and TPU options. In our study, we used GPU to run
the code, which is more appropriate for CNN. The pretrained ResNet15233 model was applied to the
image classification process to reduce the training time and improve the classification accuracy. The cor
responding training and test set labels of the images were saved in a CSV file with an images file path. In
the CNN architecture, we added an output layer corresponding to the 26 labels of our study. We have to
mention here that the initial output layer of the Resnet182 network consists of 1000 labels. Figure 5.42
shows train image examples along with their labels.

Figure 5.42: Example of training images with labels

31https://github.com/mrdbourke/zerotomasteryml/tree/master/section4unstructureddataprojects?fbclid=
IwAR2hGLqCQhIWN3e4LM7xs5xID4YXT1GeC6AZXoRCUWUrpO8FLLxln2maKO8

32https://colab.research.google.com/
33https://www.kaggle.com/pytorch/resnet152
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5.7. TRANSFER LEARNING

5.7.2 Results

We tested the performance of the trained models using the 520 images (20 images per subject) that were
reserved for the evaluation. Table 5.32 illustrates the performance scores of the trained concept models.
As we can easily understand, for each subject in the training set were n=20 positive samples and 25xn
= 500 negative samples corresponding to the other 25 subjects. We see there that the average recall
performance is 0.90 and while the overall accuracy (how many of the 520 images across all subjects
were correctly classified) is 0.83.

A careful inspection of the results presented in Table 5.32 shows that the minimum average recall value
(0.40) has been obtained for the ‘hat’ subject while the maximum average recall value (1.00) has been
obtained for the ‘microphone’ subject. As we have seen also in the previous section, Instagram photos
containing a hat contain also other concepts, including dress, shirt, sunglasses, and others that do not
correspond to trained models. As a result the trained models corresponding to those concepts produce
also high output, which in some cases may be higher than that of the model corresponding to the ‘hat’
concept. This can be easily understood if we check the precision in those models (‘dress’ precision = 0.65,
‘shirt’ precision = 0.70) as well as the number of absolute misclassifications of hats into the sunglasses
category (see Figure 5.43).

Table 5.32: Evaluation of image classification

Topic Precision Recall Fmeasure Accuracy

Bear 0.95 0.83 0.88 0.990
Cat 0.90 0.95 0.92 0.994
Chair 0.50 0.53 0.51 0.963
Dog 0.70 0.88 0.78 0.984
Dress 0.55 0.79 0.65 0.976
Elephant 1.00 0.95 0.98 0.998
Fish 0.85 0.94 0.89 0.992
Giraffe 0.85 0.89 0.87 0.990
Guitar 0.95 0.90 0.93 0.994
Hamster 0.90 0.72 0.80 0.982
Hat 0.40 0.42 0.41 0.955
Headband 0.75 0.75 0.75 0.980
Hedgehog 1.00 0.95 0.98 0.998
Horse 0.95 0.79 0.86 0.988
Laptop 0.90 0.90 0.90 0.992
Lion 0.95 0.95 0.95 0.996
Microphone 0.90 1.00 0.95 0.996
Monkey 0.95 0.86 0.90 0.992
Parrot 0.95 0.95 0.95 0.996
Piano 0.90 0.95 0.92 0.994
Rabbit 0.85 0.94 0.89 0.992
Shirt 0.70 0.70 0.70 0.976
Sunglasses 0.85 0.71 0.77 0.980
Ζebra 0.95 0.95 0.95 0.996
Τable 0.65 0.62 0.63 0.971
Τurtle 0.90 0.95 0.92 0.994

Average 0.90 0.90 0.89
Total Accuracy 0.83
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The confusion matrix, regarding the absolute classifications, is shown in Figure 5.43. It is interesting
to examine some specific cases such as the pair of concepts ChairTable in which a significant mutual
missclassification is observed. The chair and table subjects share a common semantic meaning and in
several cases they appear together in the same image. We see that 6 out of the 20 testing photos containing
chairs were misclassified to the Table category while 5 out of the 20 testing photos containing tables
were misclassified to the Chair category. It is very likely that in those photos both concepts appear, thus,
the classification is not entirely wrong. It is also interesting to see the triple of concepts Dress  Hat 
Sunglasses. we observe in this case that a circular misclassification occurs: As shown in Figure 5.43, 6
out of the 20 testing photos containing dresses were misclassified to the Hat category while 4 out of the
20 testing photos containing hats were misclassified to the Sunglasses category.

Figure 5.43: A confusion matrix for the classification results
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The overall conclusion drawn from the previous cases is that the concept models learned from Instagram
images via transfer learning are semantically consistent. Taking into account that the filtered hashtags
sets accompanying Instagram photos are also semantically consistent (as shown in Section 5.5.4 we can
derive to an indirect conclusion that the filtered hashtags sets are semantically correlated with the actual
visual content of the Instagram photos that are appended to. This conclusion suggests that the application
of topic modelling based image retrieval, as suggested by Tsapatsoulis [195], is consistent with image
classification of Instagram photos based on deep learning. Which one of the two methods is better or
whether they can be combined is left for further work.

5.8 Summary

In this chapter we have reported the findings of our study aiming to investigate whether Instagram pho
tos, collected using a query hashtag, can be used in the context of transfer learning for the training of
effective models for image classification. We have seen that this is indeed the case, and, furthermore, the
derived concept models present a semantically sensitive performance with the most of the misclassifica
tions occurred being explainable. In the next chapter we conclude the current thesis proving the overall
conclusions drawn from the studies performed so far regarding the suitability of Instagram photoshashtag
pairs for developing concept models for AIA.
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Chapter 6

Conclusion and Future Work
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6.1 Introduction

This study aimed to determine if we can use Instagram images and hashtags for Automatic Image An
notation purposes. Appropriate imagetag pairs are vital in AIA to train concept models that produce
reliable automatic tagging results. The current Ph.D. thesis argues that Instagram is a rich source of
phototag pairs that could serve the AIA purpose through learnable concept models under appropriate
preprocessing. The rationale behind this argumentation is that the users/owners of Instagram photos can
also describe their content better than anyone. Seven research questions were developed to analyze for
that research. The first research question focused on why we chose Instagram as a platform for AIA.
The second analyzed the percentage of descriptive hashtags. The third focused on locating common non
descriptive hashtags. The fifth examined the implementation of HITS algorithm as a method of hashtag
filtering. In the sixth research question, we used topic modeling to locate a descriptive hashtag for a
category of images with the same hashtag. We employed transfer learning for image categorization in
the seventh and last research question. A more detailed description of the conducted work follows.

6.2 Summary of the Study

In Chapter 1, we briefly indicated the purpose of the current study and explained the research questions
addressed regarding the use of Instagram hashtags for Automatic Image Annotation purposes. We also
explained the contribution of the current thesis to the overall body of knowledge related to the field of
Automatic Image Annotation.

In Chapter 2, we presented and discussed the image retrieval methods and explained the methodology of
automatic image annotation. First, the image retrieval framework is described, and then the basic steps

120



6.2. SUMMARY OF THE STUDY

are analyzed. Specifically, contentbased image retrieval based on the image features, textbased image
retrieval based on text from the web page, and automatic image retrieval is examined. The drawbacks of
contentbased and textbased are examined, and concluded that automatic image annotation could be a
better solution for image retrieval. With that method, we can combine the approaches mentioned above.
In addition, we answer the research question of why we chose Instagram for automatic image annotation
purposes.

Chapter 3 synthesizes the foundation and recent literature related to the research questions addressed
in the current thesis (see Section 1.2). A theoretical framework of hashtags was given, and creating
sets for automatic image annotation was briefly described. The literature for common nondescriptive
hashtags was also analyzed. Furthermore, the conceptual framework and the research conducted for the
two filtering methodologies we propose (graphbased and topic modeling). Moreover, we examined the
research related to image retrieval based on color histograms. We examined possible relations of color
histograms and hashtag sets to clearly define the gap between highlevel image semantics and lowlevel
features. In the final section of the chapter, we surveyed the literature related to transfer learning.

Chapter 4 described the methodology and mathematical formulation for the study and explained the
methodological framework for the research questions. Specifically, we described how we collected the
Instagram posts and kept images and hashtags. Then we constructed the online questionnaire so the hu
mans could select the hashtags that better describe the image’s content. In order to locate stophashtags,
we analyzed the framework we developed. Moreover, we described the methodology we followed to
filter out hashtags with the help of the crowd and the implementation of the HITS algorithm. In addition,
we analyzed the topic model approach for relevant hashtag identification in a category of images. Fur
thermore, we described the methodology we followed to quantify the similarity of the color histogram
and hashtag sets. The last section of the chapter described the transfer learning method we implemented
for image classification.

Chapter 5 described the data collection, the data analysis procedure, and the results. In that chapter,
we see how with the help of an electronic questionnaire, we collected image annotation from librarians
and students in order to check the descriptive value of the hashtags accompanying images in Instagram.
Moreover, we explored stophashtag identification, analyzed data collection, and described the human
evaluation for stophashtag location. In order to locate those hashtags that are suitable for AIA purposes,
we have seen the implementation of the HITS algorithm in data from the crowd. We used the Appen
crowdsourcing platform, and we used the HITS algorithm to examine if, with the help of that algorithm,
we could select appropriate hashtags for AIA purposes. Topic model was another method we exploited
to locate related hashtags based on a category of images. We created topic models based on a common
subject (e.g. #dog), and we used topic coherence and human judgment to evaluate those models. Also, we
present howwe created the corpus and results related to our effort to use the color histogram for automatic
image annotation purposes. We end that chapter with the results of transfer learning classification.

In Chapter 6, we describe the conclusion made from the findings and future directions of the research. In
the final chapter, we summarize the study, conclude the research questions and future research.
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6.3 Summary of Findings and Conclusion

Research question 1: The purpose of Research Question 1 (see Section 1.2) was related to the reasons we
chose Instagram for AIA purposes instead of other social media platforms. Although we could consider
other social media platforms for AIA purposes, Instagram is ideal. Instagram focuses on images, contains
hashtags, is a more popular photooriented platform, and based on Google Scholar; we see high interest
in the research community for that subject.

Research question 2: The purpose of Research Question 2 (see Section 1.2) was an attempt to inves
tigate whether Instagram hashtags are suitable for imagetag pair in AIA and the portion of hashtags
that describe the visual content of accompanying images. The experiment was conducted in two stages
the preliminary and extended research. The participants in both stages were Librarians and undergrad
uate and undergraduate and postgraduate students. Results in the extended research confirmed those in
the preliminary investigation and revealed that approximately 20% of Instagram hashtags are related to
Instagram images’ visual content. The results show also that an essential portion of image hashtags in
Instagram are not directly related to the concept depicted by the image. We have also found that the image
content and the context in which an image resides affect its interpretability. However, as we explained,
this does not necessarily imply that the pairs images  difficult to interpret tags are invalid for training
purposes. So the results show that hashtags are suitable for imagetag pair in AIA, and 20% of Instagram
hashtags are related to the visual content of accompanying image.

Research question 3: The purpose of Research Question 3 (see Section 1.2) was to propose a methodol
ogy for locating stophashtags, common nondescriptive hashtags. We defined a stophashtag score which
proved to be very effective in modeling the likelihood for an Instagram hashtag to be a stophashtag. In
an attempt to evaluate the effectiveness of the proposed method, 30 subjects/hashtags were chosen, and
one photo containing descriptive hashtags and stophashtags was selected from each subject. Then eight
hashtags, 2–3 descriptive and the rest stophashtags, were chosen among the hashtags used by the image
owner. Two online questionnaires containing 15 images each were distributed to evaluators so they could
choose the best suitable hashtag for every image according to their interpretation. Our hypothesis was
that evaluators would not select stophashtags as descriptive to the questionnaire photos. We find that 26
out of 45 as stophashtags identified by the proposed algorithm coincide with indirect human judgment
from the results and the evaluation process. Three (sun, girl, food) out of the 45 were erroneously consid
ered stophashtags, while for 16 out of 45 we were unable to conclude because the users did not evaluate
them as options in the questionnaires.

Overall, it appears that thresholding the stophashtag score for identifying the list of hashtags was not so
effective at least when compared to human judgement. This is caused partially by the fact that Instagram
users tend to consider as descriptive many hashtags that clearly lack descriptive power; thus, benchmark
ing the proposed method against indirect human evaluation, as we did in this study, may not be the most
appropriate way of evaluation. On the other hand, examining the stophashtags we managed to locate, we
can easily conclude that the majority of these hashtags are not descriptive and are used to fool the search
results of the Instagram platform.

Research question 4: The purpose of Research Question 4 (see Section 1.2) was to propose a method
ology for filtering Instagram hashtags based on the HITS algorithm and the wisdom of the crowd. To
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examine the proposed methodology we conducted an experiment in two stages the preliminary and the
main research. In the preliminary stage we estimated the reliability of image annotators per image since
the HITS algorithm is applied on bipartite networks created, each time, for a single image. The results
were impressive and showed an indication that we can apply the method in a real crowdtagging envi
ronment. In the extended research we have empirically shown that the application of a twostep HITS
algorithm in a crowdtagging context provides an easy and effective way to locate pairs of Instagram
images and hashtags that can be used as training sets for content based image retrieval systems in the
learning by example paradigm. As a proof of concept we have used 25000 evaluations (500 annotations
for each one of 50 images) collected from the Figureeight crowdsourcing platform to create a bipartite
graph composed of users (annotators) and the tags they selected to describe the 50 images. The hub
scores of the HITS algorithm applied on this graph, called hereby full bipartite graph, give us a measure
of reliability of the annotators. The aforementioned approach is based on the findings of Theodosiou et
al. [144] who claim that the reliability of annotators better approximated if we consider all the annotations
they have performed rather than the subset of Gold Test Questions. In a second step a weighted bipartite
graph for each image is composed in the same way as the full bipartite graph. The weights of these graphs
are the hub scores computed in the previous step. By thresholding the authority scores of the per image
graphs, obtained by the application of the HITS algorithm on the weighted graphs, we can rank and then
effectively locate the hashtags that are relevant to their visual content as per the annotators evaluation.

Some important findings of the current work are briefly summarized here. The first refers to the value of
crowdtagging itself. As in several studies before we found that the crowd can substitute the experts in the
evaluation of images w.r.t. relevant tags. However, even with a large number of annotators (499 in our
case) it seems that a perfect agreement between annotators and experts cannot be achieved. In particular,
it was found that from the 145 different tags suggested for the 50 images used in this study by the two
experts, only 135 were also identified by the 499 annotators. This leads to a maximum achievable recall
value equal to 0.931. Thus, in subjective evaluation tasks, such as those referring to the identification of
tags that are related with the visual content of images, no perfect agreement between the experts and the
crowd should be expected.

A second finding is that crowdtagging of images can be effectively modeled through usertag bipartite
graphs, one per image. Thresholding the authority score of the HITS algorithm applied on these graphs is
a robust way to identify the tags that characterize the visual content of the corresponding images. Getting
the top ranked tags based on the authority score is an alternative solution, but, with a little bit lower
effectiveness.

A final remark of the current study refers to the importance of using weighted usertag bipartite graphs for
the crowdtagged images. It appears that weighting the bipartite graphs with the hub scores of the annota
tors provides the best results. However, even in the case that the reliability metric of the crowdsourcing
platform itself (the _trust variable of Figureeight in our case) is used to weight the bipartite graphs the
results are not significantly worse. We are a little bit reluctant to generalize this conclusion because in
the current study we have used too many annotations (499) per image.

Research question 5: The purpose of Research Question 5(see Section 1.2) was to study the idea of
using topic modelling as a means to filter out irrelevant hashtags that accompany Instagram images. The
hashtags were grouped into subjects based on the results of Instagram queries and then topic models were
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created for each subject. The relevant hashtags of an Instagram image are the ones that coincide with the
best matching topic. We have evaluated the effectiveness of topic modelling through coherence metrics.
In that research we used both topic coherence as well as comparison between the topics, referring to the
same subject, created from Instagram hashtags and Wikipedia content. From the results we can easily
conclude that the words are associated with the subject.

Another topic evaluation was preformed with the help of human judgement. we have presented a crowd
based and studentbased interpretation of word clouds created from Instagram hashtags. The main pur
pose was to examine if we can locate appropriate tags from Instagram photos that share (and grouped
together) a common hashtag (called subject in the current work) for image metadata description. A sta
tistical significant difference between the interpretation accuracy of relevant and irrelevant word clouds
was found. This mean that Instagram images of similar visual content share hashtags that are related to the
subject. In addition to these we concluded that there is correlation in interpretation of train students and
the generic crowd, denoting that no specific training is mandatory to mine relevant tags from Instagram
to describe photos. Moreover, since there is no difference in the interpretation accuracy performance
of generic crowd and trained students we have an indication that indeed these hashtags can describe an
image. In the results analysis we concluded that there is significant variation in the difficulty of inter
pretation of word clouds corresponding to different terms and we named three parameters affecting this
interpretation: conceptual context, textual context and familiarity with concept. Terms that have a clear
conceptual context (‘fish’, ‘guitar’, ‘laptop’), can be easily identified. On the contrary, term without clear
conceptual context like ‘hat’ had as a result to confuse students and the crowd. In addition, terms like
‘hedgehog’ that students and crowd were no familiar had a difficult to interpret. The main conclusion is
that we can use topic model to mine information from Instagram tags for image description metadata.

Research question 6: The purpose of Research Question 6 (see Section 1.2) was to examine the correla
tion between the color similarity of Instagram images and their filtered hashtag sets. While no statistical
significant correlation between color histogram and hashtag sets similarity was found, the information
seems complementary for image retrieval. This is supported by the fact that the difference in correlation
between the similarity of color histograms and hashtag sets in relevant and irrelevant posts is both high
and significant. This means that Instagram images of similar visual content, i.e., relevant posts share
similar hashtags as well. This is not the case for Instagram images of varying visual content that share
few (at least one) hashtags.

The purpose was to examine if can bridge the gap between low level feature and highlevel semantic
content. To achieve the aforementioned purpose, we calculated the correlation between color similarity
of Instagram images and filtered hashtags. Proposing searching based algorithm and compute the com
putational complexity was out of the scope of the study. The results showing that the semantic gap was
not fully covered. Although, concluding that color histogram and hashtag sets are complementary for
image retrieval, especially for relevant posts, we have a strong indication to continue research to lower
the semantic gap. Another important finding (expected though) is that both color histogram and hashtag
sets similarities are significantly higher in relevant posts than in irrelevant ones. Thus, it is confirmed
that both color histograms and hashtag sets provide important information related to the visual content
of Instagram images. Comparing the effect size, as indicated by the Cohen d coefficient, for the color
histograms and hashtags sets one may see that hashtag sets provide more rich information regarding the
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visual content of Instagram images within a specific subject.

Research question 7: The aim of Research Question 7 (see Section 1.2) was to investigate if the photo
tags we created from the previous steps are appropriate for automatic image annotation. The HITS al
gorithm and topic modeling methods we have already analyzed to filter out the irrelevant hashtags. So,
it is essential to examine a methodology for image classification. To achieve the goal mentioned above,
we used transfer learning to train the deep learning model for image classification. Specifically, with the
help of Colab and the pretrained model ResNet 152, we trained the model on Instagram images from 26
different subjects. The results show that the classification performance in 20 out of 26 was very high. The
rest 6 subjects, as we previously analyzed(see section 5.7.2), have different shapes, sizes and, in some
cases, have a visual relationship, and that had resulted in the low performance. The main conclusion is
that we can use pretrained models to classify with high recall images from Instagram.

6.4 Future Work

This thesis investigated whether we can use Instagram images and hashtags as pairs for automatic image
annotation. Different methodologies were explored, and new ideas and techniques were proposed. This
section highlights some directions for possible future research based on the findings and insights we
gained through this research.

Instagram images and hashtags seem to be an attractive solution for automatic image annotation. In the
research, we focused on hashtags in the English language since English is the most common language
used in Social Media and the Web(25,9% of the Internet users write in English1). It is necessary to
expand the research for nonEnglish hashtags and check if we can imply the methodologies we suggested
in hashtags from other languages. It would also be interesting to identify any cultural differences in how
Instagram hashtags are used.

Mask RCNN [279] and YOLO [280] are the most frequently used object detection techniques that can
locate instances of semantic objects of a specific class in digital images and videos. These methods
can detect the region of the object and then assign an object class for each of the proposed regions.
Implementing the aforementioned object detection methods in Instagram images would be interesting
and compared with the hashtag annotation results we concluded in the current thesis.

A fully automated system for image annotation based on Instagram images and hashtags as per the
methodologies / ideas presented in the current thesis is a highly desirable continuation of the current
work. Towards this direction, an Application Programming Interface would automatically acquire im
ages from Instagram along with their hashtags filter out irrelevant hashtags and images to create datasets
for automatic image annotation purposes, possibly through deep learning.

We strongly believe that topic modeling of Instagram hashtags, coined in this thesis, is a field where
additional research can be conducted, and new ideas can be investigated. The results of this thesis were
more than promising, and investing in this topic is highly recommended.

As in every Ph.D. thesis, many others arise during the investigation of one research problem. But this is
the perpetual research cycle ...

1https://www.statista.com/statistics/262946/shareofthemostcommonlanguagesontheinternet/
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