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Abstract

This paper evaluates the performance of three extreme value distributions, i.e., generalized Pareto distribution (GPD), generalized extreme value distribution (GEV), and Box-Cox-GEV, and four skewed fat-tailed distributions, i.e., skewed generalized error distribution (SGED), skewed generalized $t$ (SGT), exponential generalized beta of the second kind (EGB2), and inverse hyperbolic sign (IHS) in estimating conditional and unconditional value at risk (VaR) thresholds. The results provide strong evidence that the SGT, EGB2, and IHS distributions perform as well as the more specialized extreme value distributions in modeling the tail behavior of portfolio returns. All three distributions produce similar VaR thresholds and perform better than the SGED and the normal distribution in approximating the extreme tails of the return distribution. The conditional coverage and the out-of-sample performance tests show that the actual VaR thresholds are time varying to a degree not captured by unconditional VaR measures. In light of the fact that VaR type measures are employed in many different types of financial and insurance applications including the determination of capital requirements, capital reserves, the setting of insurance deductibles, the setting of reinsurance cedance.
levels, as well as the estimation of expected claims and expected losses, these results are important to financial managers, actuaries, and insurance practitioners.

**INTRODUCTION**

Since the early 1990s, there has been an increased focus on the measurement of risk and the determination of capital requirements for financial institutions, such as banks, insurance companies, and funds, to meet catastrophic market risks. This increased focus has led to the development of various risk measures based on quantiles and loss functions, such as value at risk (VaR), which gives the maximum expected loss on a portfolio of assets over a certain holding period at a given confidence level (probability), expected shortfall (ES or tail conditional VaR) and tail risk. The VaR and ES measures have been among the most popular measures used in the financial risk management area.\(^1\)

Actuaries and insurance practitioners have shown considerable interest in the measurement of financial risk for a long period of time. The aforementioned risk measures are employed in many different types of insurance applications, including the determination of capital reserves, the setting of insurance deductibles, the setting of reinsurance cedance levels, as well as the estimation of expected claims and expected losses. Interest in these measures has been triggered to a large extent from the wide spread use of the VaR-type of measures in the financial risk management area in conjunction with the increasing securitization of insurance-related risks and the use of risk measures in regulatory capital and solvency requirements of financial companies including insurance companies.\(^2\)

Earlier VaR measures are based on the assumption that returns of financial assets follow a multivariate normal distribution. The multivariate normal VaR approach is easy to implement because the VaR for a portfolio of financial assets can be computed from a simple quadratic formula based on the variances and covariances of returns of individual assets. The major drawback of this approach arises from the fact that returns for individual or set of assets exhibit skewness and significant excess kurtosis (fat-tails and peakness). Consequently, the size of actual losses is much higher than that predicted by the variance–covariance VaR thresholds (tail bias).

In light of the above, an alternative approach that approximates the tails of the return distribution asymptotically is more appropriate than imposing a symmetric thin-tailed

---

\(^1\) For example, a 1 percent daily VaR threshold is an estimate of the decline in the portfolio value that could occur at the 1 percent confidence level in each trading day. The latter VaR also implies that the probability of a portfolio loss less than the VaR threshold is 1 percent. On the other hand, the conditional 1 percent VaR or expected shortfall measure is simply the conditional expected value of the loss exceeding the 1 percent VaR threshold (continuous case).

\(^2\) Santomero and Babbel (1997) provide reasons why firms manage risk and why managers are concerned about both expected profit and the distribution of firm returns. Sprecher and Pertl (1983) show that large losses can have very negative impact on shareholders’ wealth in an efficient stock market; also see Cummins (1976) and Cho (1988) for the impact of risk management decisions of a firm on its value. Dowd and Blake (2006) provide an extensive discussion on the use of VaR measures in the insurance sector.
functional form like the normal distribution. Although VaR measures based on the normal distribution may provide acceptable estimates of the maximum likely loss under normal market conditions, they fail to account for extremely volatile periods corresponding to financial crises. Longin (2000), McNeil and Frey (2000), and Bali (2003a) show that VaR measures based on the distribution of extreme returns, instead of the distribution of all returns, provide good predictions of catastrophic market risks during extraordinary periods.

As indicated by a number of excellent papers that have developed models of insurance claim severity distributions, the estimated frequency, severity, and total claims distributions are useful in numerous practical applications. Cummins et al. (1990), Cummins, Lewis, and Phillips (1999), and Cummins, McDonald, and Merrill (2004) show that the selection of distributional forms can have a significant impact on estimates of insurance premiums, tail quintiles, and other important statistics.

An important contribution of this article’s assessment of VaR type measures is based on several flexible probability distribution functions. These distributions are the inverse hyperbolic sine (IHS) of Johnson (1949), the exponential generalized beta of the second kind (EGB2) of McDonald and Xu (1995), the skewed generalized-$t$ (SGT) of Theodossiou (1998), and the SGED of Theodossiou (2004). The latter three distributions are quite new in the VaR literature.

This article evaluates the relative VaR performance of the aforementioned distributions using the unconditional and conditional coverage tests of Kupiec (1995) and Christoffersen (1998). VaR measures based on the unconditional extreme value and skewed fat-tailed distributions do not account for systematic time-varying changes in the distribution of returns. The conditional coverage test and out-of-sample performance results indicate that the actual thresholds are time varying to a degree not captured by the unconditional density functions. In this respect, using the unconditional mean and volatility of risk factors can be a major drawback in VaR measures. This article extends the VaR methodology by taking into account the dynamic behavior of the conditional mean and volatility of financial returns. The article then evaluates the in-sample and out-of-sample performance of conditional distribution functions in calculating VaRs.

The results indicate that the conditional extreme value and skewed fat-tailed distributions perform much better than the conditional normal density in capturing both

---


4 GB2 (logarithmic transformation of EGB2) is used by Cummins et al. (1990) and Cummins, McDonald, and Merrill (2004) to model insurance losses.

5 Note that unconditional VaR models can be appropriate in long-run contexts.
the rate of occurrence and the extent of extreme events in financial markets. The SGT, EGB2, and IHS (henceforth, referred to as the skewed fat-tailed distributions) produce precise VaR measures and compare favorably to the extreme value distributions. The latter is attributed to the fact that the latter distributions provide an excellent fit to the tails of the empirical return distribution. Note that these findings have significant implications for actuaries and the insurance sector. In addition to VaR measurement, the skewed fat-tailed and extreme value distributions can be used to investigate the effects of model selection on the tails of the severity distributions, excess of loss reinsurance premiums, and total claims distributions.

This article is organized as follows. The first section contains a short discussion of the extreme value and flexible distributions. The second section provides the unconditional VaR models based on alternative distribution functions. The third section describes the data. The fourth section presents the estimation results. The fifth section compares the risk measurement performance of alternative VaR models. The sixth section proposes a conditional VaR approach. The final section concludes.

Extreme Value Distributions
We investigate the fluctuations of the sample maxima (minima) of a sequence of random variables \( \{X_1, X_2, \ldots, X_n\} \) with common cumulative distribution function (cdf) \( F(x) \). The three standard extreme value distributions are defined as:

- **Frechet**: \( H_{\text{max}, \xi}(x) = \begin{cases} \exp(-x^{-1/\xi}) & \text{if } x > 0 \\ 0 & \text{otherwise} \end{cases} \) \( \xi > 0 \) (1)

- **Weibull**: \( H_{\text{max}, \xi}(x) = \begin{cases} 1 & \text{if } x \geq 0 \\ \exp(-(x)^{-1/\xi}) & \text{otherwise} \end{cases} \) \( \xi > 0 \) (2)

- **Gumbel**: \( H_{\text{max}, 0}(x) = \exp[-\exp(-x)] \quad -\infty < x < +\infty \) (3)

Jenkinson (1955) proposes a generalized extreme value (GEV) distribution, which includes the three limit distributions in (1) to (3), distinguished by Gnedenko (1943):

\[
H_{\text{max}, \xi}(M; \mu, \sigma) = \exp \left\{ - \left[ \frac{1}{1 + \xi} \left( \frac{M - \mu}{\sigma} \right) \right]^{-1/\xi} \right\} ; \quad 1 + \xi \left( \frac{M - \mu}{\sigma} \right) \geq 0, \tag{4}
\]

where \( \xi \) is a shape parameter, which is also called the tail index that reflects the fatness of the distribution (i.e., the weight of the tails), whereas the parameters of scale \( \sigma \) and of location \( \mu \) represent the dispersion and average of the extremes, respectively.\(^6\)

\(^6\) In Equation (4), for \( \xi > 0, \xi < 0, \) and \( \xi = 0 \) we obtain the Frechet, Weibull, and Gumbel families, respectively. The Frechet distribution is fat tailed as its tail is slowly decreasing; the Weibull distribution has no tail—after a certain point there are no extremes; the Gumbel distribution is thin tailed as its tail is rapidly decreasing.
An alternative approach to determine the type of asymptotic distribution for extremes can be based on the concept of generalized Pareto distribution (GPD). Excesses over high thresholds can be modeled by the GPD, which can be derived from the GEV distribution. The GPD of the standardized maxima denoted by \( G_{\text{max}}(x) \) is given by

\[
G_{\text{max}}(x) = 1 + \ln \left( H_{\text{max}}(x) \right),
\]

where \( H_{\text{max}}(x) \) is the GEV distribution:

\[
G_{\text{max}, \xi}(M; \mu, \sigma) = 1 - \left[ 1 + \xi \left( \frac{M - \mu}{\sigma} \right) \right]^{-1/\xi}.
\]

Notice that the GPD presented in Equation (5) nests the standard \textit{Pareto} distribution, the \textit{uniform} distribution on \([-1, 0]\), and the standard \textit{exponential} distribution:\footnote{In Equations (6) to (8), the shape parameter, \( \xi \), determines the tail behavior of the distributions. For \( \xi > 0 \), the distribution has a polynomially decreasing tail (Pareto). For \( \xi = 0 \), the tail decreases exponentially (exponential). For \( \xi < 0 \), the distribution is short tailed (uniform).}

\[
Pareto : \quad G_{\text{max}, \xi}(x) = 1 - x^{-1/\xi} \quad \text{for} \quad x \geq 1,
\]

\[
Uniform : \quad G_{\text{max}, \xi}(x) = 1 - (-x)^{1/\xi} \quad \text{for} \quad x \in [-1, 0],
\]

\[
Exponential : \quad G_{\text{max}, 0}(x) = 1 - \exp(-x) \quad \text{for} \quad x \geq 0.
\]

To determine whether the GPD or the GEV distribution yields a more accurate characterization of extreme movements in financial markets, Bali (2003b) proposes a more general extreme value distribution using the Box and Cox (1964) transformation:

\[
F_{\text{max}, \xi}(M; \mu, \sigma, \phi) = \left( \exp \left\{ - \left[ 1 + \xi \left( \frac{M - \mu}{\sigma} \right) \right]^{-1/\xi} \right\} \right)^{\phi} - 1 + 1.
\]

The Box-Cox-GEV distribution in Equation (9) nests the GPD of Pickands (1975) and the GEV of Jenkinson (1955). More specifically, when \( \phi \) equals one the Box-Cox-GEV reduces to the GEV distribution given in Equation (4); when \( \phi = 1 \) \( F_{\text{max}, \xi}(x) \rightarrow H_{\text{max}, \xi}(x) \). When \( \phi \) equals zero, the Box-Cox-GEV converges to the GPD presented in Equation (5): when \( \phi = 0 \) \( F_{\text{max}, \xi}(x) \rightarrow G_{\text{max}, \xi}(x) \).\footnote{See the Appendix for parameter estimation of the Box-Cox-GEV distribution.}

\section*{Skewed Fat-Tailed Distributions}

This section presents the probability density functions for the SGT, the SGED, the inverse hyperbolic sine (IHS), and the EGB2. As shown in Hansen, McDonald, and Theodossiou (2005), all four densities accommodate diverse distributional characteristics when used for fitting data or as a basis for quasi-maximum likelihood estimation (QMLE) of regression models.
The SGT probability density function is

\[ SGT(y; \mu, \sigma, n, k, \lambda) = \frac{C}{\sigma} \left( 1 + \frac{1}{((n - 2)/k) (1 + \text{sign}(y - \mu + \delta \sigma) \lambda)^k \theta^k \sigma^k |y - \mu + \delta \sigma|^k} \right)^{-(n+1)/k}, \quad (10) \]

where

\[ C = k/(2((n - 2)/k)^{1/k} \theta B(1/k, n/k)), \]

\[ \theta = (k/(n - 2))^{1/k} B(1/k, n/k)^5 B(3/k, (n - 2)/k)^{-5} S(\lambda)^{-1}, \]

\[ S(\lambda) = \sqrt{1 + 3\lambda^2 - 4A^2 \lambda^2}, \]

\[ A = B(2/k, (n - 1)/k) B(1/k, n/k)^{-5} B(3/k, (n - 2)/k)^{-5}, \]

\[ \delta = 2\lambda A S(\lambda)^{-1}, \]

where \( \mu \) and \( \sigma \) are the mean and standard deviation of the random variable \( y \), \( n \), and \( k \) are positive kurtosis parameters, \( \lambda \) is a skewness parameter obeying the constraint \(|\lambda| < 1\), \( \text{sign} \) is the sign function, and \( B(\cdot) \) is the beta function. In the above density, \( \mu - \delta \sigma \) is the mode and \( \delta = (\mu - \text{mode}(y))/\sigma \) is Pearson’s skewness.

The SGT gives several well-known distributions as special cases. Specifically, it gives for \( \lambda = 0 \) the generalized-\( t \) of McDonald and Newey (1988), for \( k = 2 \) the skewed \( t \) of Hansen (1994), for \( n = \infty \) the SGED of Theodossiou (2004), for \( n = \infty \) and \( \lambda = 0 \) the generalized error distribution or power exponential distribution of Subbotin (1923) (used by Box and Tiao, 1962; Nelson, 1991), for \( n = \infty, \lambda = 0, k = 1 \) the Laplace or double exponential distribution, for \( n = 1, \lambda = 0, k = 2 \), the Cauchy distribution, for \( n = \infty, \lambda = 0, k = 2 \) the normal distribution, and for \( n = \infty, \lambda = 0, k = \infty \) the uniform distribution.

The SGED probability density function is

\[ SGED(y; \mu, \sigma, k, \lambda) = \frac{C}{\sigma} \exp \left( -\frac{1}{(1 + \text{sign}(y - \mu + \delta \sigma) \lambda)^k \theta^k \sigma^k |y - \mu + \delta \sigma|^k} \right), \quad (11) \]

where

\[ C = k/(2\theta \Gamma(1/k)), \delta = 2\lambda A S(\lambda)^{-1} \]

\[ \theta = \Gamma(1/k)^5 \Gamma(3/k)^{-5} S(\lambda)^{-1} \]

\[ S(\lambda) = \sqrt{1 + 3\lambda^2 - 4A^2 \lambda^2} \]
The inverse hyperbolic sine (IHS) probability density function is

\[
IHS(y; \mu, \sigma, \lambda, k) = \frac{k}{\sqrt{2\pi(\theta^2 + (y - \mu + \delta\sigma)^2/\sigma^2)}} \times \exp\left( -\frac{k^2}{2} \left( \ln \left( \frac{y - \mu + \delta\sigma}{\sigma} + \sqrt{\theta^2 + (y - \mu + \delta\sigma)^2/\sigma^2} \right) - (\lambda + \ln \theta) \right) \right),
\]

(12)

where $\theta = 1/\sigma_w$, $\delta = \mu_w/\sigma_w$, $\mu_w = 0.5(e^\lambda - e^{-\lambda})e^{0.5k-2}$, $\sigma_w = 0.5(e^{2\lambda+k-2} + e^{-2\lambda+k-2} + 2)^{0.5}(e^{k-2} - 1)^{0.5}$, $\mu_w$ and $\sigma_w$ are the mean and standard deviation of $w = \sinh(\lambda + z/k)$, $\sinh$ is the hyperbolic sine function, $z$ is a standardized normal variable, and $\mu$ and $\sigma$ are the mean and standard deviation of $y$.\(^9\) Note that negative (positive) values of $\lambda$ generate negative (positive) skewness and zero values generate no skewness. Smaller values of $k$ result in more leptokurtic distributions.

The EGB2 probability density function is

\[
EGB2(y; \mu, \sigma, p, q) = C \frac{e^{p(y-\mu+\delta\sigma)/(\theta\sigma)}}{(1 + e^{(y-\mu+\delta\sigma)/(\theta\sigma)})^{p+q}}.
\]

(13)

where $C = 1/(B(p,q)\theta\sigma)$, $\delta = (\psi(p) - \psi(q))\theta$, $\theta = 1/\sqrt{\psi'(p) + \psi'(q)}$, $p$ and $q$ are positive scaling constants, $B(\cdot)$ is the beta function, $\psi(z) = d\ln \Gamma(z)/dz$ and $\psi'(z) = d\psi(z)/dz$ are the psi function and its first derivative, and $\mu$ and $\sigma$ are the mean and standard deviation of $y$. The EGB2 is symmetric for equal values of $p$ and $q$, positively skewed for values of $p > q$, and negatively skewed for values of $p < q$. The EGB2 converges to the normal distribution for infinite values of $p$ and $q$.

**VAR Models with Alternative Distribution Functions**

The discrete time version of the geometric Brownian motion governing financial price movements is:

\[
R_t = \ln(P_{t+\Delta t}) - \ln(P_t) = \mu^* \Delta t + \sigma^* \sqrt{\Delta t},
\]

(14)

where $\mu^*$ and $\sigma^*$ are the annualized mean and standard deviation of $R_t$, $\Delta t$ is the length of time between two successive prices, and $\Delta W_t = z\sqrt{\Delta t}$ is a discrete approximation of

\(^9\) The IHS parameterization used in Johnson (1949) and Johnson, Kotz, and Balakrishnan (1994) is $w = \sinh((-\lambda + z)/k)$. Our parameterization makes the interpretation of the scaling parameters $\lambda$ and $k$ easier and comparable across models.
the Wiener process. The latter term has mean zero, variance \( \Delta t \), and follows the normal distribution. In the case of time-varying mean and variance, the above equation can be modified to reflect these dependencies as:

\[
R_t = \mu_t^* \Delta t + z_t \sigma_t^* \sqrt{\Delta t},
\]

where \( \mu_t^* \) and \( \sigma_t^* \) are annualized measures of the conditional mean and conditional standard deviation of the log-return \( R_t \). For simplicity, the above equation can be rewritten as

\[
R_t = \mu_t + z_t \sigma_t,
\]

where \( \mu_t = \mu_t^* \Delta t \) and \( \sigma_t = \sigma_t^* \sqrt{\Delta t} \) are, respectively, the conditional mean and conditional standard deviation of daily returns. Note that by construction the standardized return \( z_t = (R_t - \mu_t)/\sigma_t \) preserves the properties of zero mean and unit variance.

There are different ways to model the conditional first and second moments of the distribution of the returns. The most popular approach is based on the family of generalized autoregressive conditional heteroskedasticity (GARCH) models. In a later section of this article we use the absolute GARCH-in-mean to model the conditional first and second moments of returns.

There is substantial empirical evidence showing that the distributions of returns of financial assets are typically skewed to the left and peaked around the mode, and have fat tails. The fat tails suggest that extreme outcomes happen much more frequently than would be predicted by the normal distribution. Similarly, the distribution of standardized returns, although normalized, follows a similar pattern.

The conditional threshold for \( R_t \) at a given coverage probability (or confidence level) \( \rho \), denoted by \( \vartheta_t \), is obtained from the solution of the following cumulative distribution of returns,

\[
\Pr(R_t \leq \vartheta_t \mid I_{t-1}) = \int_{-\infty}^{\vartheta_t} f(R_t \mid I_{t-1}) dR_t = \rho,
\]

where \( \Pr(.) \) denotes the probability and \( f(R_t \mid I_{t-1}) \) is the conditional probability density function for \( R_t \), conditional on the information set \( I_{t-1} \). The above probability function can be expressed in terms of the standardized returns as follows:

\[
\Pr(R_t \leq \vartheta_t \mid I_{t-1}) = \Pr \left( \frac{R_t - \mu_t}{\sigma_t} \leq \frac{\vartheta_t - \mu_t}{\sigma_t} \mid I_{t-1} \right)
= \Pr \left( z_t \leq a = \frac{\vartheta_t - \mu_t}{\sigma_t} \right) = \int_{-\infty}^{a} f(z_t) dz_t = F(a) = \rho,
\]

where \( F \) is a cumulative density function of \( f(z_t) \). The density \( f(z_t) \) and the threshold \( a \) associated with the coverage probability \( \rho \) do not depend on the information set \( I_{t-1} \).
The latter is a byproduct of the assumption that the series of standardized returns $z_t$ are by construction identically and independently distributed. The latter assumption is consistent with empirical evidence related to the GARCH models for economic and financial price series. It follows easily from the above equation that conditional threshold equation is

$$\vartheta_t = \mu_t + \alpha \sigma_t,$$

where the unconditional threshold $\alpha = \text{Fr}^{-1}(\rho)$ is obtained by inverting the cumulative probability density function $F$.

In the case of standard normal distribution and a coverage probability of 1 percent (i.e., $\rho = 1$ percent), $\alpha = 2.326$, and $\vartheta_t = \mu_t - 2.326\sigma_t$. In the case of the fat-tailed distributions, the threshold $\alpha$ is a function of both the skewness and kurtosis parameters. In general fatter tails will result in larger absolute values for $\alpha$. In the case of Box-Cox-GEV distribution,

$$\alpha = -\frac{1}{\xi} \left[ 1 + \frac{1}{\phi} \ln \left( 1 - \frac{\rho N \phi}{n} \right)^{-\xi} \right],$$

where $\mu$ (location), $\sigma$ (scale), $\xi$ (shape), and $\phi$ are the Box-Cox-GEV distribution parameters and $n$ and $N$ are respectively the number of extremes and total data points. In the special case of the GPD, $\phi = 0$, and

$$\alpha = -\frac{1}{\xi} \left[ 1 - \left( \frac{\rho N}{n} \right)^{-\xi} \right].$$

In the special case of GEV, $\phi = 1$, and

$$\alpha = -\frac{1}{\xi} \left[ \left( 1 + \ln \left( 1 - \frac{\rho N}{n} \right) \right)^{-\xi} \right].$$

**DATA**

The data set consists of daily (percentage) log-returns (log-price changes) for the S&P 500 composite index. The time period of investigation for the S&P 500 is January 4, 1950 to December 29, 2000 (12,832 observations). Panel A of Table 1 shows that the unconditional mean of daily log-returns on S&P 500 is 0.0341 percent with a standard deviation of 0.87 percent. The maximum and minimum values are 8.71 percent and $-22.90$ percent. Panel A also reports the skewness and excess kurtosis statistics for testing the distributional assumption of normality. The skewness statistic for daily S&P 500 returns is negative and statistically significant at the 1 percent level. The excess kurtosis statistic is considerably high and significant at the 1 percent level, implying that the distribution of equity returns has much fatter tails than...
TABLE 1
Descriptive Statistics

Panel A: Summary Statistics of Daily Returns

<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of observations</td>
</tr>
<tr>
<td>Maximum</td>
</tr>
<tr>
<td>Minimum</td>
</tr>
<tr>
<td>Mean</td>
</tr>
<tr>
<td>Std. dev.</td>
</tr>
<tr>
<td>Skewness</td>
</tr>
<tr>
<td>Kurtosis</td>
</tr>
</tbody>
</table>

Panel B: Summary Statistics of Extremes

<table>
<thead>
<tr>
<th></th>
<th>n</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Maximum</th>
<th>Minimum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maxima</td>
<td>642</td>
<td>1.9607</td>
<td>0.7039</td>
<td>8.7089</td>
<td>1.3491</td>
</tr>
<tr>
<td>Minima</td>
<td>642</td>
<td>−1.9741</td>
<td>1.1656</td>
<td>−1.3150</td>
<td>−22.900</td>
</tr>
</tbody>
</table>

Notes: Panel A presents several descriptive statistics of daily percentage returns on the S&P 500 stock market index, computed using the formula, \( R_t = 100 \times (\ln P_t - \ln P_{t-1}) \), where \( P_t \) is the value of the stock market index at time \( t \). Panel B presents statistics on the maximal and minimal returns obtained from the 5 percent of the right and left tails of the empirical distribution. ** denotes significance at the 1 percent level.

The maximal and minimal returns are obtained from the daily data described above. Following the extreme value theory, we define the extremes as excesses over high thresholds (see Embrechts, Kluppelberg, and Mikosch 1997, pp. 352–355). Specifically, the extreme changes are defined as the 5 percent of the right and left tails of the empirical distribution. Panel B of Table 1 shows the means, standard deviations, and maximum and minimum values of the extremes. In addition to the 5 percent tails, the extremes are obtained from the 2.5 percent and 10 percent tails of the empirical distribution. The qualitative results are found to be robust across different threshold levels. To save space we do not present the empirical findings based on the 2.5 percent and 10 percent tails.

Empirical Results for the Extreme Value Distributions

Panel A of Table 2 presents the parameter estimates of the Box-Cox-GEV, generalized Pareto, and GEVs. The empirical results show unambiguously that the asymptotic

---

10 In addition to the S&P 500 stock market index, at an earlier stage of the study, we use the Dow Jones Industrial Average (DJIA) that cover the period from May 26, 1896 to December 29, 2000 (28,758 observations). The risk measurement performance of alternative distribution functions turns out to be similar to those obtained from the S&P 500. To preserve space, we do not present the empirical results for the DJIA. They are available from the authors upon request.
### Table 2
Parameter Estimates

#### Panel A: Regression Method Estimates of the Extreme Value Distributions

<table>
<thead>
<tr>
<th></th>
<th>( \mu_{\text{max}} )</th>
<th>( \sigma_{\text{max}} )</th>
<th>( \xi_{\text{max}} )</th>
<th>( \phi_{\text{max}} )</th>
<th>Log-L</th>
<th>LR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Box-Cox-GEV</td>
<td>0.01485</td>
<td>0.00440</td>
<td>0.2083</td>
<td>0.51</td>
<td>892.52</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>(1013.19)</td>
<td>(188.51)</td>
<td>(70.621)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GPD</td>
<td>0.01362</td>
<td>0.00503</td>
<td>0.1701</td>
<td>0.00</td>
<td>856.16</td>
<td>72.72</td>
</tr>
<tr>
<td></td>
<td>(582.82)</td>
<td>(152.53)</td>
<td>(51.295)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GEV</td>
<td>0.01528</td>
<td>0.00316</td>
<td>0.3291</td>
<td>1.00</td>
<td>574.77</td>
<td>635.50</td>
</tr>
<tr>
<td></td>
<td>(855.58)</td>
<td>(126.71)</td>
<td>(59.807)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>( \mu_{\text{min}} )</th>
<th>( \sigma_{\text{min}} )</th>
<th>( \xi_{\text{min}} )</th>
<th>( \phi_{\text{min}} )</th>
<th>Log-L</th>
<th>LR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Box-Cox-GEV</td>
<td>–0.01559</td>
<td>0.00303</td>
<td>0.4527</td>
<td>0.94</td>
<td>660.89</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>(–1296.42)</td>
<td>(180.99)</td>
<td>(118.10)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GPD</td>
<td>–0.01360</td>
<td>0.00383</td>
<td>0.3906</td>
<td>0.00</td>
<td>510.03</td>
<td>301.72</td>
</tr>
<tr>
<td></td>
<td>(–444.77)</td>
<td>(90.081)</td>
<td>(65.745)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GEV</td>
<td>–0.01479</td>
<td>0.00283</td>
<td>0.4578</td>
<td>1.00</td>
<td>541.24</td>
<td>239.30</td>
</tr>
<tr>
<td></td>
<td>(–1139.78)</td>
<td>(167.18)</td>
<td>(108.19)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(continued)
### Table 2
(Continued)

**Panel B: Maximum Likelihood Estimates of the Normal and Flexible Distributions**

<table>
<thead>
<tr>
<th></th>
<th>µ</th>
<th>σ</th>
<th>λ</th>
<th>k</th>
<th>n</th>
<th>S</th>
<th>K</th>
<th>Log-L</th>
<th>LR_Normal</th>
<th>LR_Laplace</th>
<th>KS</th>
<th>Lilliefors</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGT</td>
<td>0.03559</td>
<td>0.85012</td>
<td>−0.02455</td>
<td>1.60084</td>
<td>5.21132</td>
<td>−0.1336</td>
<td>11.045</td>
<td>−15140.31</td>
<td>2677.86**</td>
<td>184.33**</td>
<td>0.00928</td>
<td>0.00919</td>
</tr>
<tr>
<td></td>
<td>(4.82)**</td>
<td>(86.63)**</td>
<td>(−2.23)*</td>
<td>(26.42)**</td>
<td>(12.79)**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SGED</td>
<td>0.03383</td>
<td>0.84232</td>
<td>−0.02775</td>
<td>1.05063</td>
<td>−0.1097</td>
<td>5.6125</td>
<td>−15223.02</td>
<td>2512.46**</td>
<td>18.93**</td>
<td>0.01480**</td>
<td>0.01471**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(4.64)**</td>
<td>(124.57)**</td>
<td>(−3.23)**</td>
<td>(110.61)**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IHS</td>
<td>0.03502</td>
<td>0.85512</td>
<td>−0.04021</td>
<td>1.30407</td>
<td>−0.1712</td>
<td>10.041</td>
<td>−15146.84</td>
<td>−</td>
<td>−</td>
<td>0.00946</td>
<td>0.00937</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(4.67)**</td>
<td>(85.29)**</td>
<td>(−2.27)*</td>
<td>(49.92)**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal</td>
<td>0.03408</td>
<td>0.87397</td>
<td>0</td>
<td>2</td>
<td>−</td>
<td>0</td>
<td>3</td>
<td>−16479.24</td>
<td>−</td>
<td></td>
<td>0.06393**</td>
<td>0.06385**</td>
</tr>
<tr>
<td></td>
<td>(0.03)</td>
<td>(0.87)**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EGB2</td>
<td>0.03412</td>
<td>0.83361</td>
<td>0.25270</td>
<td>0.23774</td>
<td>−0.1166</td>
<td>5.6238</td>
<td>−15191.77</td>
<td>2574.95**</td>
<td>−</td>
<td>0.01495**</td>
<td>0.01487**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(4.81)**</td>
<td>(125.93)**</td>
<td>(9.80)**</td>
<td>(10.03)**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Notes:** Panel A presents the parameter estimates of the extreme value distributions. Asymptotic *t*-statistics are given in parentheses. Log-\_L denotes the maximized log-likelihood values and LR the log-likelihood ratio test statistics between the Box-Cox-GEV with GPD and GEV distributions. Panel B presents the parameter estimates of the normal and four flexible distributions. Asymptotic *t*-statistics are given in parentheses. µ, σ, S, and K are the estimated mean, standard deviation, skewness, and kurtosis statistics. LR\_Normal is the LR statistic from testing the null hypothesis that the daily returns are distributed as normal against the alternative hypothesis that they are distributed as SGT, SGED, and EGB2. LR\_Laplace is the LR statistic for testing the null hypothesis that the series are distributed as Laplace against the alternative hypothesis that they are distributed as SGT and SGED. Kolomogorov–Smirnov (KS) and Lilliefors statistics are used for testing the null hypothesis that the data follow the corresponding distribution. *, ** denote significance at the 5 percent and 1 percent level, respectively.
distribution of the maximal and minimal returns on S&P 500 belongs to the domain of attraction of the Box-Cox-GEV distribution. A likelihood ratio (LR) test between the GEV and Box-Cox-GEV distributions leads to a rejection of the GEV distribution.11 The LR test between the GPD and Box-Cox-GEV distributions also indicates a rejection of the GPD distribution.

The parameters of the Box-Cox-GEV distribution are estimated using a one-dimensional grid search method based on the nonlinear least square estimation technique. Since one of our goals in this section is to determine whether the asymptotic distribution of extremes belongs to the domain of attraction of GEV or GPD, the value of \( \phi \) is expected to be between zero and one. In some cases, we had a difficulty in obtaining a “global maximum” of the log-likelihood function. Hence, the parameter \( \phi \) is estimated by scanning this range \([0, 1]\) in increments of 0.1. When a minimum of the sum of squares is found, greater precision is desired, and the area to the right and left of the current optimum is searched in increments of 0.01. As shown in Panel A of Table 2, \( \phi_{\text{max}} \) is estimated to be 0.51 for the maximal returns on S&P 500, and \( \phi_{\text{min}} \) is found to be 0.94 for the minimal returns. The LR test results indicate that both the GPD with \( \phi = 0 \) and the GEV with \( \phi = 1 \) are strongly rejected in favor of the Box-Cox-GEV distribution with \( 0 < \phi < 1 \).

The tail index \( \xi \) for the GPD and GEV distributions is found to be positive and statistically different from zero. This implies a rejection of the thin-tailed (\( \xi = 0 \)) Gumbel and exponential distributions with rapidly decreasing tails against the fat-tailed (\( \xi > 0 \)) Frechet and Pareto distributions with slowly decreasing tails, and a fortiori a rejection of the short-tailed (\( \xi < 0 \)) Weibull and uniform distributions. The asymptotic \( t \)-statistics of the estimated shape parameters (\( \xi \)) clearly indicate the nonnormality of extremes. Another notable point in Panel A of Table 2 is that the estimated shape parameters for the minimal returns (\( \xi_{\text{min}} \)) turn out to be greater than those for the maximal returns (\( \xi_{\text{max}} \)). Specifically, the estimated \( \xi_{\text{max}} \) values are in the range of 0.17 to 0.33 for the maximal returns, while the estimates of \( \xi_{\text{min}} \) vary from 0.39 to 0.46 for the minimal returns. Since the higher \( \xi \) the fatter the distribution of extremes, the minimal returns have thicker tails than the maximal returns.

Empirical Results for the Flexible Distributions

Panel B of Table 2 presents the estimated parameters of the SGT, SGED, inverse hyperbolic sign (IHS), EGB2, and normal distributions for the S&P 500 log-returns. The estimates are obtained using the maximum likelihood method and the iterative algorithm described in Theodossiou (1998).

The first two columns of the table present the estimates for the mean and standard deviation of log-returns on S&P 500. As expected, these estimates are quite similar across distributions and do not differ much from the simple arithmetic means and standard deviations of log-returns presented in Panel A of Table 1.

The third column presents the skewness parameter \( \lambda \), which is negative and statistically significant, indicating negatively skewed distributions. The fourth and fifth

11 The LR statistic is calculated as \( LR = -2 \left[ \text{Log-L}^* - \text{Log-L} \right] \), where \( \text{Log-L}^* \) is the value of the log likelihood under the null hypothesis, and \( \text{Log-L} \) is the log likelihood under the alternative. This statistic is distributed as \( \chi^2 \) with one degree of freedom.
column present the estimates for the kurtosis parameters $k$ and $n$ (SGT only). In the case of SGT, the values of $k = 1.6$ and $n = 5.21$ are quite different from those of the normal distribution of $k = 2$ and $n = \infty$. These parameter estimates indicate that the S&P 500 log-returns are characterized by excess kurtosis. Note that in the SGT model, the parameter $k$ controls mainly the peakness of the distribution around the mode while the parameter $n$ controls mainly the tails of the distribution, i.e., adjusting the tails to the extreme values. The parameter $n$ has the degrees of freedom interpretation as in the Student-$t$ distribution.

Columns 6 and 7 present the standardized measures for skewness $S = E(y-\mu)^3/\sigma^3$ and kurtosis $K = E(y-\mu)^4/\sigma^4$ based on the parameter estimates for $k$, $n$, and $\lambda$. The standardized skewness, $S$, is negative indicating that the distribution of log-returns is skewed to the left. Note that the moments of the SGT exist up to the value of $n$. Since $n$ is estimated to be above five, the SGT has a defined kurtosis statistic. As shown in Panel B, the standardized kurtosis for S&P 500 is 11.045.

The above results provide strong support to the hypothesis that stock returns are not normal. The normality hypothesis is also rejected by the LR statistics for testing the null hypothesis of normality against that of SGT. Note that the LR statistics, presented in column 9, are quite large and statistically significant at the 1 percent level. To test the overall fit of the SGT, we also use the Kolmogorov–Smirnov (KS) and Lilliefors (1967) test statistics. The KS and Lilliefors test statistics, presented in the last column of Panel B, are small and statistically insignificant at both the 1 percent and 5 percent levels, providing support for the null hypothesis that the data are SGT and IHS distributed.

The SGED estimate for the kurtosis parameter $k$ is close to one ($k = 1.05$) and it is considerably lower than that of SGT. This is because the SGED’s kurtosis is controlled by parameter $k$ only, thus, to account for the excess kurtosis in the data the parameter $k$ has to be smaller than that of SGT. The skewness parameter $\lambda$ is negative and statistically significant for the S&P 500 data. The standardized skewness and kurtosis parameters are smaller than those of SGT. SGED’s nesting property allows us to test the null hypothesis that the data follow the SGED against the alternative hypothesis that they follow the SGT. The log-LR for testing the latter hypothesis is 165.42 for the S&P 500. This ratio, which follows the chi-square distribution with one degree of freedom, is large and statistically significant at the 1 percent level, thus suggesting that the SGT provides a better fit than the SGED. Moreover, the KS and Lilliefors statistics reject the null hypothesis that the S&P 500 log-returns follow the SGED. The superiority of the SGT over the SGED can be attributed to the fact that it provides a better fit to the tails of the distribution because of the parameter $n$.

---

12 The formulas for computing $S$ and $K$ are presented in Hansen, McDonald, and Theodossiou (2005). These formulas are functions of the parameter estimates for skewness and kurtosis.

13 The Lilliefors (1967) test statistic is used to test the null hypothesis that data come from a normally distributed (or SGT distributed) population (for example), when the null hypothesis does not specify which normal (or which SGT) distribution, i.e., does not specify the parameters.

14 The SGED is derived asymptotically from SGT by setting $n = \infty$. 
The IHS and EGB2 distributions are not linked directly to each other or the SGT, but the EGB2 is linked with the normal distribution. Specifically, as the parameters \( p \) and \( q \) approach infinity the EGB2 converges to the normal distribution. The possible values for kurtosis are limited to the range \([3, 9]\) for EGB2; see Hansen, McDonald, and Theodossiou (2005). Like in the case of SGT and SGED, the results for IHS and EGB2 indicate that the S&P 500 log-returns exhibit skewness and significant excess kurtosis. The LR statistic for testing the null hypothesis of normal distribution against the alternative hypothesis of EGB2 rejects normality. The LR ratio for IHS does not exist because the normal distribution is not nested within IHS. The KS and Lilliefors statistics indicate that the hypothesis that the data follow IHS cannot be rejected but the EGB2 hypothesis is rejected. The latter may be attributed to the inability of EGB2 to model kurtosis values outside the range of 3 to 9.

**VAR Calculations With Alternative Distribution Functions**

Table 3 compares the in-sample performance of VaR measures based on the unconditional distribution functions for the S&P 500 daily log-returns. The top numbers at each row are the VaR thresholds estimated by the extreme value, normal, and flexible distributions. The results indicate that the extreme tails yield threshold points, \( \hat{\theta}_{\text{Box-Cox-GEV}} \), that are up to 30 percent higher than the normal thresholds, \( \theta_{\text{Normal}} \). The multiplication factors \( (\hat{\theta}_{\text{Box-Cox-GEV}} / \theta_{\text{Normal}}) \) for the extreme tails (0.5 percent and 1 percent) are in the range of 1.13 to 1.23 for the maxima and 1.09 to 1.22 for the minima. Although not presented in this article, the multiplication factors for the extreme tails of the DJIA are in the range of 1.22 to 1.40 for the minimal returns and 1.12 to 1.28 for the maximal returns. The VaR measures for the flexible distributions are similar to those of the extreme value distributions. Specifically, the average ratio of VaR thresholds for the maximal (minimal) returns on S&P500 are \( \hat{\theta}_{\text{Box-Cox-GEV}} / \theta_{\text{SGT}} = 1.0058 \) (0.9803), \( \hat{\theta}_{\text{Box-Cox-GEV}} / \theta_{\text{SGED}} = 0.9923 \) (0.9609), \( \hat{\theta}_{\text{Box-Cox-GEV}} / \theta_{\text{EGB2}} = 1.0091 \) (0.9753), and \( \hat{\theta}_{\text{Box-Cox-GEV}} / \theta_{\text{IHS}} = 1.0012 \) (0.9679). These findings imply that the tails of the empirical distribution approximated by the flexible distributions are similar to those of the extreme value distributions.

Table 3 presents the estimated counts or the actual number of observations falling in various tails of the extreme value, normal, and flexible distributions. The results show that the normal VaR thresholds at various tails are quite inadequate. Given that the S&P500 data include 12,832 returns from December 4, 1950 to December 29, 2000, one would expect 64, 128, 192, 257, 321, and 642 returns to fall respectively into the 0.5 percent, 1 percent, 1.5 percent, 2 percent, 2.5 percent, and 5 percent positive and negative tails. The number of returns for the normal VaR thresholds falling into the positive (negative) 0.5 percent tail are 135 (130), 1 percent tail are 197 (178), 1.5 percent tail are 251 (223), 2 percent tail are 290 (275), 2.5 percent tail are 337 (316), and 5 percent tail are 549 (516). Based on these results, the normal distribution underestimates the actual VaR thresholds at the 0.5 percent, 1 percent, 1.5 percent, and 2 percent tails and overestimates the VaR thresholds for the 5 percent tail.

The last row of Table 3 gives the average mean absolute percentage errors (MA percentEs) based on the actual and expected counts. Specifically, the Average MA percentE is calculated as
Table 3
In-Sample Performance of Unconditional Distribution Functions for the S&P 500

<table>
<thead>
<tr>
<th>Maxima</th>
<th>Expected</th>
<th>Box-Cox-GEV</th>
<th>GPD</th>
<th>GEV</th>
<th>Normal</th>
<th>SGT</th>
<th>SGED</th>
<th>EGB2</th>
<th>IHS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5% VaR</td>
<td>64</td>
<td>2.7659%</td>
<td>2.7790%</td>
<td>2.7068%</td>
<td>2.2853%</td>
<td>2.7554%</td>
<td>2.6715%</td>
<td>2.6715%</td>
<td>2.6347%</td>
</tr>
<tr>
<td></td>
<td>64 (0.00)</td>
<td>63 (0.02)</td>
<td>69 (0.36)</td>
<td>135 (59.57)</td>
<td>64 (0.00)</td>
<td>74 (1.44)</td>
<td>77 (2.43)</td>
<td>62 (0.07)</td>
<td></td>
</tr>
<tr>
<td>1% VaR</td>
<td>128</td>
<td>2.2934%</td>
<td>2.2926%</td>
<td>2.2537%</td>
<td>2.0673%</td>
<td>2.2865%</td>
<td>2.2891%</td>
<td>2.0642%</td>
<td>2.0290%</td>
</tr>
<tr>
<td></td>
<td>125 (0.09)</td>
<td>125 (0.09)</td>
<td>134 (0.25)</td>
<td>197 (31.91)</td>
<td>125 (0.09)</td>
<td>125 (0.09)</td>
<td>134 (0.25)</td>
<td>122 (0.32)</td>
<td></td>
</tr>
<tr>
<td>1.5% VaR</td>
<td>192</td>
<td>2.0411%</td>
<td>2.0336%</td>
<td>2.0246%</td>
<td>1.9307%</td>
<td>2.0306%</td>
<td>2.0642%</td>
<td>2.0290%</td>
<td>2.0417%</td>
</tr>
<tr>
<td></td>
<td>195 (0.03)</td>
<td>197 (0.11)</td>
<td>199 (0.22)</td>
<td>251 (16.49)</td>
<td>198 (0.16)</td>
<td>186 (0.22)</td>
<td>198 (0.16)</td>
<td>193 (0.00)</td>
<td></td>
</tr>
<tr>
<td>2% VaR</td>
<td>257</td>
<td>1.8703%</td>
<td>1.8603%</td>
<td>1.8724%</td>
<td>1.8290%</td>
<td>1.8564%</td>
<td>1.9039%</td>
<td>1.8703%</td>
<td>1.8608%</td>
</tr>
<tr>
<td></td>
<td>262 (0.11)</td>
<td>264 (0.21)</td>
<td>259 (0.02)</td>
<td>290 (4.25)</td>
<td>266 (0.34)</td>
<td>249 (0.23)</td>
<td>262 (0.11)</td>
<td>264 (0.21)</td>
<td></td>
</tr>
<tr>
<td>2.5% VaR</td>
<td>321</td>
<td>1.7413%</td>
<td>1.7317%</td>
<td>1.7572%</td>
<td>1.7471%</td>
<td>1.7251%</td>
<td>1.7792%</td>
<td>1.7472%</td>
<td>1.7250%</td>
</tr>
<tr>
<td></td>
<td>319 (0.01)</td>
<td>329 (0.21)</td>
<td>308 (0.53)</td>
<td>337 (0.83)</td>
<td>330 (0.27)</td>
<td>295 (2.19)</td>
<td>315 (0.11)</td>
<td>330 (0.27)</td>
<td></td>
</tr>
<tr>
<td>5% VaR</td>
<td>642</td>
<td>1.3429%</td>
<td>1.3618%</td>
<td>1.3607%</td>
<td>1.4717%</td>
<td>1.3353%</td>
<td>1.3895%</td>
<td>1.3649%</td>
<td>1.3268%</td>
</tr>
<tr>
<td></td>
<td>648 (0.07)</td>
<td>630 (0.22)</td>
<td>630 (0.22)</td>
<td>549 (14.76)</td>
<td>651 (0.14)</td>
<td>594 (3.81)</td>
<td>626 (0.40)</td>
<td>663 (0.74)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Minima</th>
<th>Expected</th>
<th>Box-Cox-GEV</th>
<th>GPD</th>
<th>GEV</th>
<th>Normal</th>
<th>SGT</th>
<th>SGED</th>
<th>EGB2</th>
<th>IHS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5% VaR</td>
<td>64</td>
<td>-2.7486%</td>
<td>-2.7898%</td>
<td>-2.7301%</td>
<td>-2.2172%</td>
<td>-2.7941%</td>
<td>-2.6715%</td>
<td>-2.6715%</td>
<td>-2.8001%</td>
</tr>
<tr>
<td></td>
<td>59 (0.43)</td>
<td>56 (1.09)</td>
<td>62 (0.07)</td>
<td>130 (52.26)</td>
<td>56 (1.09)</td>
<td>65 (0.01)</td>
<td>68 (0.23)</td>
<td>51 (2.92)</td>
<td></td>
</tr>
<tr>
<td>1% VaR</td>
<td>128</td>
<td>-2.2154%</td>
<td>-2.2181%</td>
<td>-2.2011%</td>
<td>-1.9991%</td>
<td>-2.3000%</td>
<td>-2.3138%</td>
<td>-2.2827%</td>
<td>-2.3472%</td>
</tr>
<tr>
<td></td>
<td>137 (0.58)</td>
<td>135 (0.35)</td>
<td>137 (0.58)</td>
<td>178 (17.34)</td>
<td>113 (1.92)</td>
<td>112 (2.19)</td>
<td>118 (0.86)</td>
<td>108 (3.43)</td>
<td></td>
</tr>
<tr>
<td>1.5% VaR</td>
<td>192</td>
<td>-1.9640%</td>
<td>-1.9489%</td>
<td>-1.9561%</td>
<td>-1.8626%</td>
<td>-2.0302%</td>
<td>-2.0762%</td>
<td>-2.052%</td>
<td>-2.0601%</td>
</tr>
<tr>
<td></td>
<td>198 (0.16)</td>
<td>204 (0.69)</td>
<td>202 (0.47)</td>
<td>223 (4.68)</td>
<td>179 (0.98)</td>
<td>168 (3.30)</td>
<td>174 (1.86)</td>
<td>171 (2.53)</td>
<td></td>
</tr>
<tr>
<td>2% VaR</td>
<td>257</td>
<td>-1.8052%</td>
<td>-1.7821%</td>
<td>-1.8027%</td>
<td>-1.7609%</td>
<td>-1.8464%</td>
<td>-1.9069%</td>
<td>-1.8765%</td>
<td>-1.8656%</td>
</tr>
<tr>
<td></td>
<td>272 (0.92)</td>
<td>280 (2.11)</td>
<td>274 (1.17)</td>
<td>275 (1.31)</td>
<td>247 (0.37)</td>
<td>219 (5.92)</td>
<td>226 (3.89)</td>
<td>235 (1.92)</td>
<td></td>
</tr>
<tr>
<td>2.5% VaR</td>
<td>321</td>
<td>-1.6899%</td>
<td>-1.6650%</td>
<td>-1.6919%</td>
<td>-1.6790%</td>
<td>-1.7079%</td>
<td>-1.7751%</td>
<td>-1.7457%</td>
<td>-1.7199%</td>
</tr>
<tr>
<td></td>
<td>331 (0.33)</td>
<td>339 (1.04)</td>
<td>331 (0.33)</td>
<td>316 (0.07)</td>
<td>321 (0.00)</td>
<td>281 (5.28)</td>
<td>294 (2.36)</td>
<td>311 (0.31)</td>
<td></td>
</tr>
<tr>
<td>5% VaR</td>
<td>642</td>
<td>-1.2979%</td>
<td>-1.3601%</td>
<td>-1.3399%</td>
<td>-1.4036%</td>
<td>-1.2970%</td>
<td>-1.3635%</td>
<td>-1.3393%</td>
<td>-1.2928%</td>
</tr>
<tr>
<td></td>
<td>662 (0.68)</td>
<td>597 (3.34)</td>
<td>619 (0.85)</td>
<td>516 (27.66)</td>
<td>662 (0.68)</td>
<td>592 (4.14)</td>
<td>616 (1.09)</td>
<td>664 (0.81)</td>
<td></td>
</tr>
</tbody>
</table>

Average MA%E = 3.12% 4.95% 4.29% 34.53% 4.26% 8.45% 6.87% 6.59%

Notes: This table presents statistics on the in-sample performance of VaR thresholds based on the unconditional distribution functions for the S&P500 daily returns spanning the period January 4, 1950 to December 29, 2000 (12,832 observations). The column “Expected” gives the number of observations expected to fall in the 0.5 percent, 1 percent, 1.5 percent, 2 percent, 2.5 percent, and 5 percent left (minima) and right (maxima) tails of the return distribution. The top numbers at each row give the estimated VaR thresholds for each distribution. The numbers below the thresholds give the actual counts along with their respective LR statistics (in parentheses). Average MA percentE is the average mean absolute percentage error based on the actual and expected counts. *, ** denote significance at the 5 percent and 1 percent levels, respectively.
Average MA%E = \frac{1}{6} \sum_{i=1}^{6} \left( \frac{\tau_i - \rho_i N}{\rho_i N} \right),

(23)

where \(\tau_i\) and \(\rho_i N\) are the actual and expected number of observations that fall below the threshold for the coverage probabilities \(\rho_i = 0.5\) percent, 1 percent, 1.5 percent, 2 percent, 2.5 percent, and 5 percent; \(i = 1, 2, \ldots, 6\). Equation (23) measures the relative performance of alternative distribution functions.

The normal VaR estimates have an MA percentE of 34.53 percent for the S&P 500. The Box-Cox-GEV distribution has the best overall performance, although the GPD, GEV, SGT, EGB2, and IHS appear to be very similar in performance to the Box-Cox-GEV. All five distributions estimate the actual VaR thresholds very well. Their MA percentEs are 3.12 percent for the Box-Cox-GEV distribution, 4.95 percent for the GPD, 4.26 percent for the GEV, 4.26 percent for the SGT, 6.59 percent for the IHS, and 6.87 percent for the EGB2. The SGED performs better than the normal distribution, however, its MA percentE’s is slightly greater than those of the other flexible distributions. The results indicate that the extreme value and flexible distributions are superior to the normal distribution in calculating VaR.

Given the obvious importance of VaR estimates to financial institutions and their regulators, evaluating the accuracy of the distribution functions underlying them is a necessary exercise. The evaluation of VaR estimates is based on hypothesis testing using the binomial distribution. This latter test is currently embodied in the market risk amendment (MRA).\(^{15}\) Under the hypothesis-testing method, the null hypothesis is that the VaR estimates exhibit the property characteristics of accurate VaR measures. If the null hypothesis is rejected, the VaR estimates do not exhibit the specified property, and the underlying distribution function can be said to be “inaccurate.” Otherwise, the VaR model is “acceptably accurate.”

Under the MRA, banks will report their VaR estimates to their regulators, who observe when actual portfolio losses exceed these estimates. As discussed by Kupiec (1995), assuming that the VaR measures are accurate, such exceptions can be modeled as independent draws form a binomial distribution with a probability of occurrence equal to (say) 1 percent. The LR statistic for testing the null hypothesis that the actual and the expected number of observations falling below each threshold are statistically the same is computed using the formula

\[
LR = 2 \left[ \tau \ln(\tau/(\rho N)) + (N - \tau) \ln((N - \tau)/(N - \rho N)) \right],
\]

(24)

where \(N\) is the number of sample observations, \(\rho\) is the coverage probability, \(\rho N\) is the expected number of observations to fall below the threshold \(a\), and \(\tau\) is the actual number of sample observations that falls below the threshold \(a\). The LR statistic has an asymptotic chi-square distribution with one degree of freedom, \(\chi^2(1)\).

\(^{15}\) In August 1996, the U.S. bank regulatory agencies adopted the MRA to the 1998 Basle Capital Accord. The MRA, which became effective in January 1998, requires that commercial banks with significant trading activities set aside capital to cover the market risk exposure in their trading accounts. The market risk capital requirements are to be based on the VaR estimates generated by the banks’ own risk management models.
Table 3 presents in parentheses the LR statistics from testing the null hypothesis that the reported VaR estimates are acceptably accurate. According to the LR statistics for the binomial method, the standard approach that assumes normality of asset returns is strongly rejected for the 0.5 percent, 1 percent, 1.5 percent, and 5 percent VaRs for both the maximal and minimal returns. The extreme value (Box-Cox-GEV, GPD, GEV) and skewed fat-tailed (SGT, IHS) distributions produce acceptably accurate VaR estimates for all VaR tails and for both the maximal and minimal returns on S&P 500. In general, the SGED and EBG2 distributions also produce accurate VaR measures with few exceptions for the minimal returns: the 2 percent VaR estimates of EGB2, and the 2 percent, 2.5 percent, and 5 percent VaR estimates of SGED are found to be inaccurate at the 5 percent level of significance.

As discussed by Christoffersen (1998), VaR estimates can be viewed as interval forecasts of the lower and upper tails of the return distribution. Interval forecasts can be evaluated conditionally and unconditionally, that is, with or without reference to the information available at each point in time. The $LR_{uc}$ given in Equation (24) is an unconditional test statistic because it simply counts exceedences (or violations) over the entire period. However, in the presence of serial correlation, volatility clustering or volatility persistence, the conditional accuracy of VaR estimates becomes an important issue. The VaR models that ignore mean-volatility dynamics may have correct unconditional coverage, but at any given time, they will have incorrect conditional coverage. In such cases, the $LR_{uc}$ test is of limited use since it will classify inaccurate VaR estimates as acceptably accurate. Moreover, as indicated by Kupiec (1995) and Christoffersen (1998), the unconditional coverage tests have low power against alternative hypotheses if the sample size is small. This problem does not exist here since our daily data sets cover a long period of time (28,758 observations for DJIA and 12,832 observations for S&P 500).

The conditional coverage test developed by Christoffersen (1998) determines whether the VaR estimates exhibit both correct unconditional coverage and serial independence. In other words, if a VaR model produces acceptably accurate conditional thresholds then not only the exceedences implied by the model occur $x$ percent (say 1 percent) of the time, but they are also independent and identically distributed over time. Given a set of VaR estimates, the indicator variable is constructed as

$$E_t = \begin{cases} 
1 & \text{if exceedence occurs} \\
0 & \text{if no exceedence occurs} 
\end{cases}$$

and should follow an i.i.d. Bernoulli sequence with the targeted exceedence rate (say 1 percent). The $LR_{cc}$ test is a joint test of two properties: correct unconditional coverage and serial independence,

$$LR_{cc} = LR_{uc} + LR_{ind},$$

which is asymptotically distributed as the chi-square with two degrees of freedom, $\chi^2(2)$. The $LR_{ind}$ is the LR test statistic for the null hypothesis of serial independence.
against the alternative of first-order Markov dependence.\textsuperscript{16} We calculated the $LR_{ind}$
and $LR_{cc}$ statistics for all the distribution functions considered in the article.\textsuperscript{17} We
also computed the first-order serial correlation coefficient $corr(E_t, E_{t-1})$, a diagnostic
suggested by Christoffersen and Diebold (2000), and tested its statistical significance. The $LR_{cc}$
and $corr(E_t, E_{t-1})$ statistics indicate strong rejection of the null hypothesis, implying that given an exceedence (or violation) on one day there is a high probability of a violation the next day.

We have so far compared the in-sample performance of alternative distribution func-
tions based on the unconditional coverage. However, the real test is the out-of-sample
performance of conditional distributions. The risk manager, by definition, obtains
VaR estimates in real time and hence must use parameters obtained from an already
observed sample to evaluate the risks associated with current and future random
movements in market variables. Hence, a true test for the extreme value and skewed
fat-tailed distributions is their performance outside the sample, which is not used in
the estimation of the underlying parameters. To measure the out-of-sample perfor-
manence, we proceed as follows.

A 10-year rolling sample, starting January 4, 1950, is used to estimate the parameters
of the distributions and a 1-year holdout sample (year subsequent to the estimation) to
evaluate their performance. Specifically, the first rolling (estimation) sample includes
the returns for the years 1950 to 1959 (2,514 returns) and the first holdout sample
includes the returns for the year 1960. The estimated VaR thresholds (based on rolling
sample) are then used to compute the number of returns in the 1960 holdout sample
falling in the 0.5 percent, 1 percent, 1.5 percent, 2 percent, 2.5 percent, and 5 percent left
(minima) and right (maxima) tails of each estimated probability distribution. Next,
the estimation sample is rolled forward by removing the returns for the year 1950 and
adding the returns for the year 1960. Consequently, the new holdout sample includes
the returns for the year 1961. The new estimated VaR thresholds are then used to com-
pute the number of returns in the new holdout sample falling in the aforementioned
left and right tails. The procedure continues until the sample is exhausted. Given that
the returns on S&P500 span the period January 4, 1950 to January 29, 2000, the 10-
year rolling estimation procedure yields a total holdout sample of 41 years, or 10,302
observations.

Given that there are 10,302 daily returns in the total holdout sample, we would expect
51, 103, 154, 206, 257, and 515 observations to fall respectively into the 0.5 percent,
1 percent, 1.5 percent, 2 percent, 2.5 percent, and 5 percent left and right tails. These
numbers along with the number and percentage of returns falling into the aforemen-
tioned left and right tails of the total holdout sample are then used to compute the LR
statistics for evaluating the out-of-sample performance of unconditional distribution
of returns. The results are presented in Table 4.

\textsuperscript{16} The null hypothesis that exceedances are i.i.d. is not a prediction of the model. The first-order
serial correlation observed in the large falls and rises of stock market returns is a stylized fact
and it is our motivation to introduce a conditional VaR model that takes into account serial
correlation in the conditional mean and volatility of stock returns.

\textsuperscript{17} We decide not to present the $LR_{ind}$ and $LR_{cc}$ statistics since they are found to be significant at
the 5 percent or 1 percent level without any exception. They are available upon request.
Table 4
Out-of-Sample Performance of Unconditional Distribution Functions for the S&P 500

<table>
<thead>
<tr>
<th>Maxima</th>
<th>Expected</th>
<th>Box-Cox-GEV</th>
<th>GPD</th>
<th>GEV</th>
<th>Normal</th>
<th>SGT</th>
<th>SGED</th>
<th>EGB2</th>
<th>IHS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5% VaR</td>
<td>51</td>
<td>2.6689%</td>
<td>2.6701%</td>
<td>2.6633%</td>
<td>2.2079%</td>
<td>2.6173%</td>
<td>2.5427%</td>
<td>2.5087%</td>
<td>2.6359%</td>
</tr>
<tr>
<td>1% VaR</td>
<td>103</td>
<td>2.2025%</td>
<td>2.2110%</td>
<td>2.1918%</td>
<td>1.9985%</td>
<td>2.1791%</td>
<td>2.1884%</td>
<td>2.1508%</td>
<td>2.1932%</td>
</tr>
<tr>
<td>1.5% VaR</td>
<td>154</td>
<td>1.9982%</td>
<td>1.9897%</td>
<td>1.9644%</td>
<td>1.8662%</td>
<td>1.9403%</td>
<td>1.9791%</td>
<td>1.9414%</td>
<td>1.9501%</td>
</tr>
<tr>
<td>2% VaR</td>
<td>206</td>
<td>1.8493%</td>
<td>1.8398%</td>
<td>1.8167%</td>
<td>1.7677%</td>
<td>1.7778%</td>
<td>1.8295%</td>
<td>1.7927%</td>
<td>1.7843%</td>
</tr>
<tr>
<td>2.5% VaR</td>
<td>257</td>
<td>1.7402%</td>
<td>1.7317%</td>
<td>1.7192%</td>
<td>1.6848%</td>
<td>1.6553%</td>
<td>1.7129%</td>
<td>1.6773%</td>
<td>1.6593%</td>
</tr>
<tr>
<td>5% VaR</td>
<td>515</td>
<td>1.3561%</td>
<td>1.3504%</td>
<td>1.3390%</td>
<td>1.4216%</td>
<td>1.2906%</td>
<td>1.3462%</td>
<td>1.3184%</td>
<td>1.2886%</td>
</tr>
<tr>
<td>Minima</td>
<td>Expected</td>
<td>Box-Cox-GEV</td>
<td>GPD</td>
<td>GEV</td>
<td>Normal</td>
<td>SGT</td>
<td>SGED</td>
<td>EGB2</td>
<td>IHS</td>
</tr>
<tr>
<td>0.5% VaR</td>
<td>51</td>
<td>−2.7035%</td>
<td>−2.7099%</td>
<td>−2.6881%</td>
<td>−2.1514%</td>
<td>−2.6441%</td>
<td>−2.5714%</td>
<td>−2.5410%</td>
<td>−2.6872%</td>
</tr>
<tr>
<td>1% VaR</td>
<td>103</td>
<td>−2.2301%</td>
<td>−2.2387%</td>
<td>−2.2177%</td>
<td>−1.9402%</td>
<td>−2.1845%</td>
<td>−2.2002%</td>
<td>−2.1659%</td>
<td>−2.2164%</td>
</tr>
<tr>
<td>1.5% VaR</td>
<td>154</td>
<td>−2.0012%</td>
<td>−2.0131%</td>
<td>−1.9824%</td>
<td>−1.8080%</td>
<td>−1.9338%</td>
<td>−1.9810%</td>
<td>−1.9463%</td>
<td>−1.9576%</td>
</tr>
<tr>
<td>2% VaR</td>
<td>206</td>
<td>−1.8422%</td>
<td>−1.8395%</td>
<td>−1.8124%</td>
<td>−1.7095%</td>
<td>−1.7632%</td>
<td>−1.8244%</td>
<td>−1.7904%</td>
<td>−1.7813%</td>
</tr>
<tr>
<td>2.5% VaR</td>
<td>257</td>
<td>−1.7333%</td>
<td>−1.7300%</td>
<td>−1.7002%</td>
<td>−1.6301%</td>
<td>−1.6347%</td>
<td>−1.7022%</td>
<td>−1.6693%</td>
<td>−1.6484%</td>
</tr>
<tr>
<td>5% VaR</td>
<td>515</td>
<td>−1.3341%</td>
<td>−1.3222%</td>
<td>−1.3124%</td>
<td>−1.3634%</td>
<td>−1.3257%</td>
<td>−1.3186%</td>
<td>−1.3297%</td>
<td>−1.2552%</td>
</tr>
<tr>
<td>Average MA%E</td>
<td>–</td>
<td>19.43%</td>
<td>19.15%</td>
<td>24.14%</td>
<td>77.22%</td>
<td>34.29%</td>
<td>30.65%</td>
<td>34.85%</td>
<td>31.05%</td>
</tr>
</tbody>
</table>

Notes: This table presents statistics on the out-of-sample performance of VaR thresholds based on unconditional distribution functions for the S&P 500. The statistics are based on the total out-of-sample period January 4, 1960 to December 29, 2000 (10,302 observations). The column “Expected” gives the number of observations expected to fall in the 0.5 percent, 1 percent, 1.5 percent, 2 percent, 2.5 percent, and 5 percent left (minima) and right (maxima) tails of the return distribution. The top numbers at each row give the average estimated VaR thresholds for each distribution. The numbers below the thresholds give the actual counts along with their respective LR statistics (in parentheses). Average MA percentE is the average mean absolute percentage error based on the actual and expected counts. *, ** denote significance at the 5 percent and 1 percent levels, respectively.
Note that the top numbers at each row of Table 4 are the average estimated VaR thresholds. The next level of numbers at each row give the average estimated counts and the corresponding LR statistics (in parentheses). Interestingly, all distributions exhibit an inferior out-of-sample performance. With a few exceptions, all distributions are rejected for most of the VaR tails. The exceptions are, for the minimal returns, the 0.5 percent, 1.5 percent, and 2.5 percent VaR estimates of Box-Cox-GEV, the 0.5 percent and 1 percent VaR estimates of GPD, the 0.5 percent VaR estimate of GEV, the 5 percent VaR estimate of the normal, and the 0.5 percent VaR estimate of IHS distributions are found to accurate at the 5 percent level of significance. Moreover, the out-of-sample VaR estimates have considerably high MA percentEs. Specifically, the MA percentEs are in the range of 19 percent to 24 percent for the extreme value distributions, 31 percent to 35 percent for the flexiile distributions, and about 78 percent for the normal distribution.

A Conditional VaR Approach With Flexible Distributions

The results presented in the previous section imply that the actual thresholds are time varying. As a consequence, the out-of-sample performance of the unconditional VaR models is poor. This section extends the analysis using an AR(1) ABS-GARCH(1,1) to model the dynamic behavior of returns for the purpose of computing time-varying VaR thresholds. The model is as follows:

\[
R_t = \alpha_0 + \alpha_1 R_{t-1} + z_t \sigma_t = \mu_t + z_t \sigma_t
\]

\[
\sigma_t = \beta_0 + \beta_1 |z_{t-1}| \sigma_{t-1} + \beta_2 \sigma_{t-1},
\]

where \(R_t\) is the return for period \(t\), \(\mu_t = \alpha_0 + \alpha_1 R_{t-1}\) and \(\sigma_t\) are the conditional mean and conditional standard deviation of returns based on the information set \(I_{t-1}\). The conditional threshold for the returns is computed by

\[
\vartheta_t = \mu_t + \alpha \sigma_t
\]

where \(\alpha = F^{-1}(\rho)\) is a standardized threshold corresponding to a coverage probability \(\rho\); see the section “VaR Models With Alternative Distribution Functions” for additional discussion on the derivation of \(\vartheta_t\) and computation of \(\alpha\).

Table 5 presents the in-sample performance of alternative distribution functions for estimating time-varying VaR thresholds (i.e., Equation (29)) based on the distribution of standardized returns. These VaR measures, which directly relate to the conditional distribution of returns, indicate that the two tails of the distribution are asymmetric. This is because the estimated thresholds for the extreme negative returns are greater than those for the extreme positive returns. According to the conditional coverage test results, all the extreme value and flexible distributions (except for the SGED) perform very well in estimating VaR, thus they are expected to provide good predictions of catastrophic market risks for all quantiles considered in the article. The SGT, EGB2, and IHS distributions produce very similar VaR thresholds for the standardized returns and generally perform better than the SGED distribution. The normal distribution is strongly rejected for the 0.5 percent, 1 percent, 1.5 percent, and 2 percent left tails (minimal returns) and for the 0.5 percent and 5 percent right tails (maximal returns). The
### Table 5
In-Sample Performance of Conditional Distribution Functions for Time-Varying VaR Thresholds

<table>
<thead>
<tr>
<th>MAXIMA/ MINIMA</th>
<th>Expected</th>
<th>Box-Cox-GEV</th>
<th>GPD</th>
<th>GEV</th>
<th>Normal</th>
<th>SGT</th>
<th>SGED</th>
<th>EGB2</th>
<th>IHS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5% VaR max</td>
<td>64</td>
<td>2.7181%</td>
<td>2.7273%</td>
<td>2.6745%</td>
<td>2.5603%</td>
<td>2.8787%</td>
<td>2.8027%</td>
<td>2.8136%</td>
<td>2.8479%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>64 (0.00)</td>
<td>65 (0.01)</td>
<td>67 (0.12)</td>
<td>89 (8.63)**</td>
<td>51 (2.91)</td>
<td>55 (1.38)</td>
<td>55 (1.38)</td>
<td>54 (1.71)</td>
</tr>
<tr>
<td>1% VaR max</td>
<td>128</td>
<td>2.3210%</td>
<td>2.3170%</td>
<td>2.2994%</td>
<td>2.3093%</td>
<td>2.4522%</td>
<td>2.4644%</td>
<td>2.4328%</td>
<td>2.4398%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>136 (0.46)</td>
<td>138 (0.72)</td>
<td>144 (1.86)</td>
<td>144 (1.87)</td>
<td>111 (2.47)</td>
<td>110 (2.77)</td>
<td>116 (1.23)</td>
<td>113 (1.92)</td>
</tr>
<tr>
<td>1.5% VaR max</td>
<td>192</td>
<td>2.1135%</td>
<td>2.1042%</td>
<td>2.1088%</td>
<td>2.1521%</td>
<td>2.2132%</td>
<td>2.2497%</td>
<td>2.2095%</td>
<td>2.2073%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>200 (0.29)</td>
<td>203 (0.57)</td>
<td>201 (0.37)</td>
<td>197 (0.11)</td>
<td>176 (1.47)</td>
<td>161 (5.52)*</td>
<td>177 (1.29)</td>
<td>177 (1.29)</td>
</tr>
<tr>
<td>2% VaR max</td>
<td>257</td>
<td>1.9753%</td>
<td>1.9642%</td>
<td>1.9828%</td>
<td>2.0350%</td>
<td>2.0473%</td>
<td>2.0940%</td>
<td>2.0506%</td>
<td>2.0444%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>270 (0.70)</td>
<td>278 (1.77)</td>
<td>265 (0.28)</td>
<td>247 (0.37)</td>
<td>243 (0.75)</td>
<td>220 (5.59)</td>
<td>243 (0.75)</td>
<td>244 (0.64)</td>
</tr>
<tr>
<td>2.5% VaR max</td>
<td>321</td>
<td>1.8723%</td>
<td>1.8616%</td>
<td>1.8883%</td>
<td>1.9407%</td>
<td>1.9023%</td>
<td>1.9713%</td>
<td>1.9269%</td>
<td>1.9188%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>342 (1.41)</td>
<td>349 (2.47)</td>
<td>331 (0.33)</td>
<td>296 (2.01)</td>
<td>303 (1.03)</td>
<td>278 (6.12)*</td>
<td>301 (1.27)</td>
<td>303 (1.03)</td>
</tr>
<tr>
<td>5% VaR max</td>
<td>642</td>
<td>1.5661%</td>
<td>1.5729%</td>
<td>1.5727%</td>
<td>1.6237%</td>
<td>1.5308%</td>
<td>1.5769%</td>
<td>1.5394%</td>
<td>1.5310%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>630 (0.22)</td>
<td>618 (0.92)</td>
<td>618 (0.92)</td>
<td>541 (17.46)**</td>
<td>630 (0.22)</td>
<td>579 (6.62)*</td>
<td>622 (0.63)</td>
<td>630 (0.22)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>MINIMA</th>
<th>Expected</th>
<th>Box-Cox-GEV</th>
<th>GPD</th>
<th>GEV</th>
<th>Normal</th>
<th>SGT</th>
<th>SGED</th>
<th>EGB2</th>
<th>IHS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5% VaR min</td>
<td>64</td>
<td>−3.0700%</td>
<td>−3.1222%</td>
<td>−3.0523%</td>
<td>−2.6229%</td>
<td>−3.0939%</td>
<td>−3.0595%</td>
<td>−3.0997%</td>
<td>−3.1312%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>59 (0.28)</td>
<td>55 (1.38)</td>
<td>63 (0.02)</td>
<td>123 (42.71)**</td>
<td>63 (0.02)</td>
<td>64 (0.00)</td>
<td>60 (0.28)</td>
<td>58 (0.61)</td>
</tr>
<tr>
<td>1% VaR min</td>
<td>128</td>
<td>−2.5393%</td>
<td>−2.5538%</td>
<td>−2.5234%</td>
<td>−2.3718%</td>
<td>−2.6398%</td>
<td>−2.6723%</td>
<td>−2.6799%</td>
<td>−2.6695%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>137 (0.01)</td>
<td>126 (0.04)</td>
<td>131 (0.06)</td>
<td>180 (18.70)**</td>
<td>120 (0.55)</td>
<td>113 (1.92)</td>
<td>114 (1.67)</td>
<td>114 (1.67)</td>
</tr>
<tr>
<td>1.5% VaR min</td>
<td>192</td>
<td>−2.2848%</td>
<td>−2.2786%</td>
<td>−2.2743%</td>
<td>−2.2147%</td>
<td>−2.3723%</td>
<td>−2.4391%</td>
<td>−2.4189%</td>
<td>−2.4072%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>198 (0.69)</td>
<td>207 (1.09)</td>
<td>209 (1.40)</td>
<td>234 (8.52)**</td>
<td>180 (0.84)</td>
<td>163 (4.82)*</td>
<td>167 (3.58)</td>
<td>169 (3.02)</td>
</tr>
<tr>
<td>2% VaR min</td>
<td>257</td>
<td>−2.1230%</td>
<td>−2.1052%</td>
<td>−2.1175%</td>
<td>−2.0975%</td>
<td>−2.1929%</td>
<td>−2.2702%</td>
<td>−2.2414%</td>
<td>−2.2240%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>272 (0.02)</td>
<td>266 (0.34)</td>
<td>262 (0.11)</td>
<td>291 (4.51)*</td>
<td>243 (0.75)</td>
<td>210 (9.20)**</td>
<td>223 (4.70)*</td>
<td>229 (3.14)</td>
</tr>
<tr>
<td>2.5% VaR min</td>
<td>321</td>
<td>−2.0057%</td>
<td>−1.9820%</td>
<td>−2.0044%</td>
<td>−2.0033%</td>
<td>−2.0556%</td>
<td>−2.1370%</td>
<td>−2.1027%</td>
<td>−2.0833%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>331 (0.55)</td>
<td>348 (2.30)</td>
<td>336 (0.73)</td>
<td>352 (3.03)</td>
<td>324 (0.03)</td>
<td>266 (10.17)**</td>
<td>286 (4.01)*</td>
<td>303 (1.03)</td>
</tr>
<tr>
<td>5% VaR min</td>
<td>642</td>
<td>−1.6890%</td>
<td>−1.6538</td>
<td>−1.6579%</td>
<td>−1.6863%</td>
<td>−1.6354%</td>
<td>−1.7095%</td>
<td>−1.6695%</td>
<td>−1.6511%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>662 (0.15)</td>
<td>627 (0.35)</td>
<td>623 (0.57)</td>
<td>595 (3.63)</td>
<td>654 (0.25)</td>
<td>576 (7.28)**</td>
<td>616 (1.08)</td>
<td>638 (0.02)</td>
</tr>
</tbody>
</table>

Average MA% E

− 3.63% 6.12% 4.51% 22.21% 6.43% 12.87% 8.70% 8.09%

**Notes:** This table presents statistics on the in-sample performance of conditional distribution functions for time-varying VaR thresholds estimated by Equation (31). The results are based on the standardized returns on S&P 500 spanning the period January 4, 1950 to December 29, 2000 (12,832 observations). The column “Expected” gives the number of observations expected to fall in the 0.5 percent, 1 percent, 1.5 percent, 2 percent, 2.5 percent, and 5 percent left (minima) and right (maxima) tails of the return distribution. The top numbers at each row give the estimated VaR thresholds for each distribution. The numbers below the thresholds give the actual counts along with their respective LR statistics (in parentheses). Average MA% E is the average mean absolute percentage error based on the actual and expected counts. *, ** denote significance at the 5 percent and 1 percent levels, respectively.
in-sample VaR estimates of the conditional distributions yield considerably low MA percentEs except for the conditional normal density. Specifically, the MA percentEs are in the range of 3.63 percent to 6.12 percent for the extreme value distributions, 6.43 percent to 12.87 percent for the flexible distributions, and about 22.21 percent for the normal distribution.

To further evaluate the out-of-sample performance of the conditional probability distributions, we use the 10-year rolling-window procedure described previously. Table 6 presents the out-of-sample risk measurement performance of conditional distribution functions for the standardized returns. The results for the time-varying VaR thresholds indicate the superior performance of the extreme value and flexible distributions. Interestingly, the results for the flexible distributions, although qualitatively similar, are much better than those of Table 5. According to the LR statistics from the conditional coverage tests, the extreme value and all flexible distributions produce acceptably accurate out-of-sample VaR estimates for all tails considered in this article. The normal distribution is rejected for most of the VaR tails. The SGT, IHS, and EGB2 distributions yield lower MA percentEs than the Box-Cox-GEV and GPD distributions. Overall, the out-of-sample performance results imply that the flexible distributions (except the SGED) perform better than some of the extreme value distributions.

**Conclusion**

Risk measurement has been an important area to financial managers, actuaries, and insurance practitioners for a long period of time. VaR type measures are employed in many different types of financial and insurance applications including the determination of capital requirements, capital reserves, the setting of insurance deductibles, the setting of reinsurance cedance levels, as well as the estimation of expected claims and expected losses.

This article develops VaR measures that account for the dynamic behavior of the conditional mean and conditional volatility of portfolio returns over time. The performance of three extreme value distributions, i.e., GPD, GEV and Box-Cox-GEV and four skewed fat-tailed distributions, i.e., skewed-generalized error distribution (SGED), SGT, EGB2, and IHS, in estimating VaR thresholds is evaluated using various test statistics.

The results provide strong evidence that the SGT, EGB2, and IHS distributions perform as well as the more specialized extreme value distributions in modeling the tail behavior of portfolio returns. All three distributions provide produce similar VaR thresholds and perform better than the SGED and the normal distributions in approximating the extreme tails of the return distribution. The conditional coverage and the out-of-sample performance tests show that the actual VaR thresholds are time varying to a degree not captured by unconditional VaR measures.

The fact that the SGT, EGB2, IHS, and Box-Cox-GEV distributions performed well in modeling the extreme tails of the conditional distribution of financial asset returns may have significant implications for the modeling of insurance loss processes and in particular the payout tail in long tail lines. The latter is important in pricing, reserving and reinsurance decision making, solvency testing, and dynamic financial analysis (e.g., Cummings, McDonald and Merrill, 2004). To our knowledge the ability of the
<table>
<thead>
<tr>
<th>Maxima</th>
<th>Expected</th>
<th>Box-Cox-GEV</th>
<th>GPD</th>
<th>GEV</th>
<th>Normal</th>
<th>SGT</th>
<th>SGED</th>
<th>EGB2</th>
<th>IHS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5% VaR</td>
<td>51</td>
<td>2.7966%</td>
<td>2.8013%</td>
<td>2.8310%</td>
<td>2.5242%</td>
<td>2.8194%</td>
<td>2.7747%</td>
<td>2.7681%</td>
<td>2.8011%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>53 (0.04)</td>
<td>52 (0.00)</td>
<td>49 (0.13)</td>
<td>76 (10.12)**</td>
<td>50 (0.05)</td>
<td>56 (0.37)</td>
<td>49 (0.13)</td>
<td>48 (0.26)</td>
</tr>
<tr>
<td>1% VaR</td>
<td>103</td>
<td>2.4199%</td>
<td>2.4105%</td>
<td>2.3903%</td>
<td>2.2762%</td>
<td>2.4110%</td>
<td>2.4281%</td>
<td>2.4099%</td>
<td>2.4060%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>98 (0.25)</td>
<td>99 (0.16)</td>
<td>101 (0.04)</td>
<td>133 (7.98)**</td>
<td>100 (0.10)</td>
<td>96 (0.52)</td>
<td>102 (0.01)</td>
<td>101 (0.05)</td>
</tr>
<tr>
<td>1.5% VaR</td>
<td>154</td>
<td>2.1993%</td>
<td>2.2011%</td>
<td>2.1877%</td>
<td>2.1209%</td>
<td>2.1807%</td>
<td>2.2188%</td>
<td>2.1843%</td>
<td>2.1798%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>156 (0.01)</td>
<td>155 (0.00)</td>
<td>157 (0.04)</td>
<td>177 (3.10)</td>
<td>159 (0.12)</td>
<td>153 (0.02)</td>
<td>157 (0.03)</td>
<td>157 (0.03)</td>
</tr>
<tr>
<td>2% VaR</td>
<td>206</td>
<td>2.0478%</td>
<td>2.0500%</td>
<td>2.0144%</td>
<td>2.0053%</td>
<td>2.0202%</td>
<td>2.0670%</td>
<td>2.0296%</td>
<td>2.0209%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>199 (0.25)</td>
<td>198 (0.32)</td>
<td>206 (0.00)</td>
<td>211 (0.11)</td>
<td>207 (0.00)</td>
<td>192 (1.04)</td>
<td>204 (0.03)</td>
<td>209 (0.03)</td>
</tr>
<tr>
<td>2.5% VaR</td>
<td>257</td>
<td>1.9288%</td>
<td>1.9401%</td>
<td>1.9602%</td>
<td>1.9212%</td>
<td>1.8969%</td>
<td>1.9471%</td>
<td>1.9089%</td>
<td>1.8983%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>250 (0.23)</td>
<td>246 (0.54)</td>
<td>256 (0.02)</td>
<td>262 (0.06)</td>
<td>238 (1.62)</td>
<td>253 (0.03)</td>
<td>258 (0.00)</td>
<td>258 (0.00)</td>
</tr>
<tr>
<td>5% VaR</td>
<td>515</td>
<td>1.5401%</td>
<td>1.5505%</td>
<td>1.5148%</td>
<td>1.5990%</td>
<td>1.5162%</td>
<td>1.5610%</td>
<td>1.5281%</td>
<td>1.5175%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>525 (0.20)</td>
<td>521 (0.07)</td>
<td>542 (1.46)</td>
<td>472 (4.04)*</td>
<td>546 (1.82)</td>
<td>504 (0.29)</td>
<td>538 (0.98)</td>
<td>547 (1.94)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Minima</th>
<th>Expected</th>
<th>Box-Cox-GEV</th>
<th>GPD</th>
<th>GEV</th>
<th>Normal</th>
<th>SGT</th>
<th>SGED</th>
<th>EGB2</th>
<th>IHS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5% VaR</td>
<td>51</td>
<td>−2.9865%</td>
<td>−3.0011%</td>
<td>−3.0285%</td>
<td>−2.5961%</td>
<td>−3.0122%</td>
<td>−2.9677%</td>
<td>−2.9937%</td>
<td>−3.0363%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>56 (0.38)</td>
<td>55 (0.24)</td>
<td>50 (0.05)</td>
<td>101 (37.12)**</td>
<td>53 (0.04)</td>
<td>59 (1.02)</td>
<td>52 (0.00)</td>
<td>48 (0.26)</td>
</tr>
<tr>
<td>1% VaR</td>
<td>103</td>
<td>−2.5801%</td>
<td>−2.5892%</td>
<td>−2.5888%</td>
<td>−2.3481%</td>
<td>−2.5746%</td>
<td>−2.5995%</td>
<td>−2.5944%</td>
<td>−2.6009%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>104 (0.01)</td>
<td>103 (0.00)</td>
<td>103 (0.00)</td>
<td>145 (15.21)**</td>
<td>104 (0.01)</td>
<td>104 (0.01)</td>
<td>103 (0.00)</td>
<td>103 (0.00)</td>
</tr>
<tr>
<td>1.5% VaR</td>
<td>154</td>
<td>−2.3548%</td>
<td>−2.3551%</td>
<td>−2.3421%</td>
<td>−2.1920%</td>
<td>−2.3282%</td>
<td>−2.3774%</td>
<td>−2.3592%</td>
<td>−2.3525%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>144 (0.75)</td>
<td>144 (0.75)</td>
<td>146 (0.49)</td>
<td>195 (9.81)**</td>
<td>147 (0.40)</td>
<td>141 (1.28)</td>
<td>147 (0.40)</td>
<td>146 (0.51)</td>
</tr>
<tr>
<td>2% VaR</td>
<td>206</td>
<td>−2.1843%</td>
<td>−2.2066%</td>
<td>−2.1792%</td>
<td>−2.0772%</td>
<td>−2.1567%</td>
<td>−2.2164%</td>
<td>−2.1913%</td>
<td>−2.1784%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>191 (1.15)</td>
<td>186 (2.06)</td>
<td>192 (0.99)</td>
<td>246 (7.32)*</td>
<td>202 (0.09)</td>
<td>180 (3.59)</td>
<td>191 (1.20)</td>
<td>194 (0.77)</td>
</tr>
<tr>
<td>2.5% VaR</td>
<td>257</td>
<td>−2.0541%</td>
<td>−2.0792%</td>
<td>−2.0600%</td>
<td>−1.9841%</td>
<td>−2.0251%</td>
<td>−2.0893%</td>
<td>−2.0604%</td>
<td>−2.0445%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>252 (0.12)</td>
<td>243 (0.86)</td>
<td>250 (0.23)</td>
<td>291 (4.17)</td>
<td>267 (0.32)</td>
<td>237 (1.79)</td>
<td>248 (0.40)</td>
<td>253 (0.10)</td>
</tr>
<tr>
<td>5% VaR</td>
<td>515</td>
<td>−1.6523%</td>
<td>−1.6715%</td>
<td>−1.6302%</td>
<td>−1.6709%</td>
<td>−1.6201%</td>
<td>−1.6804%</td>
<td>−1.6483%</td>
<td>−1.6309%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>517 (0.01)</td>
<td>507 (0.13)</td>
<td>532 (0.58)</td>
<td>499 (0.59)</td>
<td>546 (1.82)</td>
<td>488 (1.62)</td>
<td>526 (0.21)</td>
<td>543 (1.47)</td>
</tr>
</tbody>
</table>

**Average MA%E**

− 3.75% 3.91% 2.78% 25.45% 3.16% 7.03% 2.71% 3.48%

Notes: This table presents statistics on the out-of-sample performance of conditional distribution functions for time-varying VaR thresholds estimated by Equation (31). The results are based on the standardized returns on the S&P 500 and the total out-of-sample period January 4, 1960 to December 29, 2000 (10,302 observations). The column “Expected” gives the number of observations that fall in the 0.5 percent, 1 percent, 1.5 percent, 2 percent, 2.5 percent, and 5 percent left (minima) and right (maxima) tails of the return distribution. The top numbers at each row give the average estimated VaR thresholds for each distribution. The numbers below the thresholds give the average actual counts along with their respective LR statistics (in parentheses). Average MA percentE is the average mean absolute percentage error based on the actual and expected counts. *, ** denote significance at the 5 percent and 1 percent levels, respectively.
aforementioned distributions to estimate the severity distributions of insurance claims has not yet been investigated.

**APPENDIX: MAXIMUM LIKELIHOOD ESTIMATION OF THE BOX-COX-GEV DISTRIBUTION**

We examine the parameter estimates of \( F_{\max} \) to evaluate which of the two commonly used extreme value distributions is closer to the truth. The results indicate that Box-Cox-GEV distribution provides a more accurate characterization of the actual data than the GPD and GEV distributions because the truth is somewhere in between.

Two parametric approaches are commonly used to estimate the extreme value distributions: the maximum likelihood method that yields parameter estimators that are unbiased, asymptotically normal, and of minimum variance; and the regression method that provides a graphical method for determining the type of asymptotic distribution. In this article the maximum likelihood method is used to determine the correct specification of the limit distribution for the maxima and minima.

Suppose that the Box-Cox-GEV distribution for the maxima, \( F_{\max}(\Theta; x) \), has a density function \( f_{\max}(\Theta; x) \), where \( \Theta = (\xi, \mu, \sigma) \in \mathbb{R} \times \mathbb{R} \times \mathbb{R}^{+} \) consists of a shape parameter \( \xi \), a location parameter \( \mu \) and a scale parameter \( \sigma \). Then the likelihood function based on the data with a time-series of length \( k \) for the maximum variable \( M_k = (M_1, M_2, \ldots, M_k) \) is given by

\[
L(\Theta; M_k) = \prod_{i=1}^{k} f_{\max}(\Theta; M_i). \tag{A1}
\]

Denote the log-likelihood function by \( l(\Theta; M_k) = \ln L(\Theta; M_k) \). The maximum likelihood estimator (MLE) for \( \Theta \) then equals

\[
\hat{\Theta}_k = \arg \max_{\Theta \in \Psi} l(\Theta; M_k), \tag{A2}
\]

where \( \hat{\Theta}_k = \hat{\Theta}_k(M_1, M_2, \ldots, M_k) \) maximizes \( l(\Theta; M_k) \) over an appropriate parameter space \( \Psi \).

The Box-Cox-GEV distribution presented in Equation (16) has a density function,

\[
f_{\max}(\Theta; x) = \left( \frac{1}{\sigma} \right) \left[ 1 + \xi \left( \frac{M - \mu}{\sigma} \right) \right]^{-\left( 1+\frac{1}{\xi} \right)} \left\{ \exp \left[ - \left( 1 + \xi \left( \frac{M - \mu}{\sigma} \right) \right) \right]^{-1/\xi} \right\}^\phi, \tag{A3}
\]

which yields the following log-likelihood function:

\[
\ln L_f = -k \ln \sigma - k \left( 1 + \frac{\xi}{\xi} \right) \sum_{i=1}^{k} \ln \left( 1 + \xi \left( \frac{M_i - \mu}{\sigma} \right) \right)
- k \phi \sum_{i=1}^{k} \left( 1 + \xi \left( \frac{M_i - \mu}{\sigma} \right) \right)^{-1/\xi}. \tag{A4}
\]

Differentiating the log-likelihood function in Equation (A4) with respect to \( \mu, \sigma, \xi, \) and \( \phi \) yields the first-order conditions of the maximization problem. Clearly, no explicit
solution exists to these nonlinear equations, and thus numerical procedures or search algorithms are called for. In some cases, we had a difficulty in obtaining a “global maximum” of the log-likelihood function. Hence, the parameters are estimated by scanning the possible range in increments of 0.10. When a minimum of the sum of squares is found, greater precision is desired, and the area to the right and left of the current optimum is searched in increments of 0.01.
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